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Synopsis

0.1 Proposed contents of the thesis

This thesis reports the work on the “Development of the INO-ICAL de-

tector and its physics potential”. The thesis is proposed to comprise

nine chapters. Brief history about particle and neutrino physics, and also

about the particle detectors are summarised in Chapter 1. The physics

potential of the Iron-CALorimeter (ICAL), proposed to be built by the

India-basedNeutrinoObservatory (INO) collaboration, is then summarised

in this chapter. The scope of the present thesis is afterwards discussed in

this chapter. A prototype stack of 12 layers of glass RPCs (Resistive Plate

Chamber) was built to study detector properties and also to track cosmic

muons. Detector set up and relevant details about the Data Acquisition

(DAQ) system is given in Chapter 2. Analysis of muon trajectories is

illustrated in Chapter 3. A Monte-Carlo analysis of the data is also dis-

cussed in this chapter. A brief summary on themuon fluxmeasurements

is given in Chapter 4 and the obtained result is compared with the other

data. Muon directionality study along with a Monte-Carlo analysis is
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0.2. INTRODUCTION

illustrated in Chapter 5. As part of the physics simulation study at INO-

ICAL detector, a phenomenological study is done about the tau neu-

trino response to the ICAL detector. In Chapter 6, atmospheric neutrino

fluxes and brief summary about the neutrino oscillations are presented.

Tau neutrinos are not there in the atmosphere, and only produced by the

oscillation effect. Interactions of tau neutrinos to the ICAL detector pro-

duce tau leptons. This neutrino-nucleon cross sections is discussed in

Chapter 7 along with the relevant tau kinematics. Number of tau events

expected in the full ICAL detector for a 5 years run time is estimated and

discussed in Chapter 8. A Monte-Carlo generator is developed to gen-

erate tau events in the ICAL detector with an objective to build a faster

computing code considering only themajor physics inputs. Thismethod

is illustrated in Chapter 9. Afterwards identification of tau events in the

ICAL detector over the normal neutral current events are summarised

in this chapter.

0.2 Introduction

A world wide endeavour has been initiated to study precisely various

neutrino parameters. With the similar objective, India has also planned

to build an underground laboratory mainly for neutrino physics exper-

xxvi



0.2. INTRODUCTION

iments. A multi-institutional collaboration has been formed with the

objective of creating India-based Neutrino Observatory (INO).

The proposed detector by the INO collaboration is amagnetised Iron

CALorimeter (ICAL) with Resistive Plate Chambers (RPCs) as its active

detector elements. The ICAL detector is tuned to detect mainly muons

coming from atmospheric neutrinos. ICAL will have a good tracking,

momentum and time resolutions along with the charge identification

capability. With these capabilities, ICALwill look for precisionmeasure-

ments of neutrino oscillation parameters and determine the neutrino

mass ordering. The performance of the detector as per the expectation

and in parallel confident understanding of various signals in the detec-

tor through physics simulation studies play a key role in achieving the

physics goal.

Successful completion of designing, building and characterising large

size RPCs have been done and reported in Ref. [118]. To continue this

development, detailed study of muon tracking efficiencies by RPCs, de-

tailed study of time resolutions of the RPCs alongwith a scheme for time

calibration for each RPC was taken up and is reported in the first part

of the thesis. These calibrations are then used to study the cosmic muon

flux on the Earth’s surface and their directionality in the prototype RPC

xxvii



0.2. INTRODUCTION

stack at TIFR, Mumbai. Such cosmic muons form major background to

the study of atmospheric neutrinos which is the main focus of ICAL.

Atmospheric neutrinos contain onlymuon-type pνµ, ν̄µq and electron-

type pνe, ν̄eq neutrinos. At sufficiently long distances, oscillations of

muon-type neutrinos to tau-type neutrinos pντ or ν̄τ q are dominant due

to the large relevant mixing angle, θ23. The recent confirmation of large

value of θ13 also enhances oscillations of electron-type neutrinos to tau-

type neutrinos. Hence tau neutrinos (and anti-neutrinos) are expected

to be copiously produced when atmospheric neutrinos pass through the

Earth and reach the detector. These tau neutrinos pντ{ν̄τq will undergo

charged-current (CC) interactions, while interacting with the target ma-

terial of the ICAL detector, to produce charged tau leptons (τ¯) in the

detector. These tau leptons pτ¯q can decay into muons (µ¯), and thus

contaminate the direct muon signal arising from direct CC interactions

of muon neutrinos with the detector. Moreover, decays of taus to elec-

trons and hadrons contaminate as well neutral current (NC) sample of

atmosphere neutrinos. In the precision study of neutrino oscillation pa-

rameters, effects of any contaminated signal to the main signal can cru-

cially alter the result. In view of that, a detailed study of tau decays to

hadrons are reported in the second part of the thesis.
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0.3. THE PERFORMANCE OF THE RPC PROTOTYPE STACK AT TIFR

First, detector R&D related work is discussed in section 0.3 and then

simulation study of tau induced hadrons in the ICAL detector is re-

ported in section 0.4.

0.3 The performance of the RPC prototype stack at TIFR

0.3.1 Experimental set up

A successful R&D for the glass RPCs was carried out at TIFR. Different

sizes of RPCs – 30ˆ 30 cm2, 1ˆ 1 m2 and 2ˆ 2 m2, were developed and

assembled in-house with the help of local infrastructure. These cham-

bers operate in avalanche mode using a gas mixture of R134a, Isobutane

and SF6 in proportion 95.15%, 4.51% and 0.34% respectively. At present

two muon telescopes – a 12 layers stack of 1ˆ 1 m2 RPCs and a 4 layers

stack of 2ˆ 2 m2 RPCs, are working in parallel at TIFR INO laboratory.

The first part of the thesis is based on the performance of the 1ˆ 1 m2

RPCs stack.

The RPC layers in this stack are labelled serially from 0 (bottom) to

11 (top). Each RPC has two readout planes, labelled as X and Y, located

on either side of it. Each plane has 32 strips with strips in the X plane

orthogonal to strips in the Y plane. The width of the strips is 2.8 cm

and the gap between adjacent strips is 0.2 cm. The layers are stacked on

xxix



0.3. THE PERFORMANCE OF THE RPC PROTOTYPE STACK AT TIFR

top of each other, separated by a distance of 16 cm, thus resulting in a

total stack height of 176 cm. Thanks to the good mechanical accuracy

and by using alignment corrections derived by muon tracks, an overall

position accuracy better than 1 mm is obtained. The RPCs have tracking

efficiencies at the central region of p95 ˘ 2q% at an applied voltage of

9.9 kV (˘ 4.95 kV). The time resolution of these chambers is p1.2˘0.2q ns.

The strip hit information and the timing signal of cosmic muons to-

gether constitute the event data. The event data is recorded by the VME-

based DAQ system on receiving a trigger signal and the noise rate data

is recorded on periodic basis. The trigger for the data is usually gener-

ated by the coincidence of time signals of four layers. Muon flux analysis

and directionality study of muons are done taking the 2nd, 4th, 7th and

9th layer in the trigger. Average rate of this particular trigger criterion is

about 22 Hz and is mainly due to cosmic muons.

0.3.2 Muon track reconstruction

Here the trigger is formed in situ. Noise in the trigger layers may give

fake trigger. So, a careful selection of the data has to be done to distin-

guish muon response from the noise. Here noise refers to mainly cor-

related electronic noise. At most three consecutive strip hits in a layer
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0.3. THE PERFORMANCE OF THE RPC PROTOTYPE STACK AT TIFR

are considered as muon signal. On an average the frequency of hit mul-

tiplicities due to muons is 48%, 34% and 16% for single, double and

triple occurrence respectively, with an average strip multiplicity of 1.6.

Each strip count is also monitored for a fixed period of time; this gives

noise/strip rate data. This noise rate data basically gives an idea about

the health of the detector over a long period of time. On an average,

noise rate has been observed to be 50 Hz. A strip has been marked noisy

if its rate is more than 100 Hz. These noisy strips are neglected for any

analysis. Event tracks due to any soft particles (pion/electron) are lim-

ited to at most two or three layers and those tracks are neglected in this

analysis. A linear fit is performed to these selected tracks separately for

X and Y-view. Residuals (R “ hit´fit) are calculated and if | ∆R | is

more than one strip pitch, then that hit is neglected and another fit is

made for the same event with remaining hits. But in order to align all

detector positions and to have better estimate of all tracking efficiencies,

this fitting process is repeated iteratively where residuals are corrected

and updated in each iteration. As muon trigger is in situ here, layers in

between bottom and top trigger layers have less statistics at their edges

due to solid angular coverage. To avoid this systematic effect, separate

trigger criterion is considered. Layers 0, 1, 3 and 4 are included in the
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0.3. THE PERFORMANCE OF THE RPC PROTOTYPE STACK AT TIFR

trigger definition to estimate tracking efficiencies for layers 6 to 11. Sim-

ilarly, layers 7, 8, 10 and 11 are included in the trigger definition to esti-

mate tracking efficiencies for layers 0 to 5. After this particular choice,

different layers show inefficiencies at different points which are purely

related to the particular detector (Figure 3.10) and these inefficiencies are

taken into account in the analysis of data. The fit parameters of the last

iteration are considered for the analysis on the basis of good reduced χ2.

Position resolutions (σpos) equal to 0.193, 0.194 and 0.293 (in strip units)

are considered respectively for single, double and triple hit multiplici-

ties in the χ2 definition. Tracks to be used in the analysis were required

to have hits in both X and Y views and at least two degrees of freedom

(ndf = N´2 ą 2, N being the number of layers used in the fit). We also

require a good fit by asking χ2{ndfă 2 in both views. These selected

events are used to study the muon flux on the Earth’s surface.

0.3.3 Monte-Carlo simulation of the muon tracks

Muon data are also verified through a Monte-Carlo simulation includ-

ing all observed systematics from the data. First the impact point on the

9th layer, the trigger layer, (x9, y9) are generated using a uniform distri-

bution. The direction of the track is then fixed by the simulated zenith
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0.3. THE PERFORMANCE OF THE RPC PROTOTYPE STACK AT TIFR

angle (θs) and azimuthal angle (φs) and the hit points for intermediate

layers are obtained. The θs angle is generated uniformly over the solid

angle and φs angle uniformly over the 0 – 2π range. Hits are then digi-

tised and a strip number is assigned from 0 to 31. A further level of

smearing to these hit positions is done to simulate the strip multiplicity

effect. In a real scenario, up to three consecutive strip hits are considered

as a muon signal from the RPC. Averaging of the strip number for multi-

plicity greater than one creates uncertainty in the actual hit information.

This effect is generated here using the measured multiplicity distribu-

tions of detector layers. Finally a hit in a layer is accepted according

to the 2-D efficiency map obtained from the data. These accepted hits

in various layers are then fitted to a straight line in the same way like

the experimental data, as discussed before and the angular distribution

for θs is obtained. This study is important to understand the detector

differential aperture or the solid angular acceptance considering all the

observed systematics.

0.3.4 Muon flux measurement

The general distribution of the measuredmuon flux is of the form Ipθq “

I0 cos
n θ (cm´2s´1sr´1), where I0 is defined as the vertical muon flux and
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0.3. THE PERFORMANCE OF THE RPC PROTOTYPE STACK AT TIFR

Ipθq, in general, is the flux at an angle θ. The observed data can be

parametrised by the following equation:

ż θ`dθ

θ

Nobspθq dθ “
ż θ`dθ

θ

I0 cosn θ ωpθq dθ (0.3.1)

where, Nobs is the observed number of events per second in a θ bin and

ωpθq is the solid angular acceptance or differential aperture (cm2sr) of

the prototype stack. In absence of Ipθq term, eq. 0.3.1 simply gives the

differential aperture of the detector which is basically the θs distribution

obtained from the Monte-Carlo simulation under the proper normalisa-

tion. The experimentally observed θ distribution of events and the ωpθsq

distribution for the detector solid angular acceptance are used to esti-

mate statistically the best fit value for I0 and n using the χ2 minimisation

process. The χ2 is defined as,

χ2 “
θmax
ÿ

θ“0

pNobspθq ´ I0 cos
n θ ωpθqq2

Nobspθq (0.3.2)

The best fit value of n (shown by eq. 0.3.3 in our case) gives the actual

shape for the cosmic muon angular distribution.

n “ 2.150 ˘ 0.011 (0.3.3)
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0.3. THE PERFORMANCE OF THE RPC PROTOTYPE STACK AT TIFR

To determine the I0, the θs has to be regenerated following the shape of

the observed muon flux distribution (dN
dθs

∝ cos2.15 θs). After proper nor-

malisation due to the inefficiency of RPCs, total time of data recording

and solid angular acceptance criteria, it turns out that

I0 “ p6.217 ˘ 0.005q ˆ 10´3 cm´2s´1sr´1. (0.3.4)

The obtained muon flux distribution and the fitted result is shown in

Figure 3.19.

The muon flux has been measured by various groups [127–136] over

the last decade. The present result is compared with Refs. [127, 129, 131].

The geomagnetic cut off rigidity, Pc, for the present site is slightly higher

(„(14 – 27)%) than in Refs. [127] and [131]. If only the Pc is considered

thenmuon fluxmay appear to be little smaller than the other two places.

The lower momentum cut off is similar for all four places. The present

result shows „(14– 15)% less muon flux in the vertical direction than

mentioned in Refs. [127] and [131]. The lower momentum cut off varies

rapidly for low energy particles. For the present detector set-up lower

momentum cut off is also checked for most inclined particles and they

do not differ significantly from the vertical direction.
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0.3. THE PERFORMANCE OF THE RPC PROTOTYPE STACK AT TIFR

0.3.5 Measurement of the time delay contribution of individual RPCs

The flow of signals from the RPCs to the electronic modules in the VME

crate is shown in Figure 2.2. Pre-amplifiers are required as RPCs are op-

erated in avalanche mode. Analog signals are then converted to logic

signals and processed further by Analog Front End (AFE) and Digital

Front End (DFE) boards. The Control and Data Router (CDR) routes the

control and data signals (Event Data/Noise Rate Data) while the Trig-

ger and Timing Router (TTR) routes timing signals to the back-end VME

based DAQ system. While noise rates are recorded by the VME-Scalar,

a multi-hit TDC is used to record the arrival timing of the signal with

respect to trigger signal. Each stage of the electronic circuitry introduces

its own delay which should be corrected in order to obtain the actual

signal time. The first stage delay can be easily measured by knowing

the muon hit position on the strip; whereas, a systematic effort is re-

quired to measure delays from stages 2 to 6. For preliminary studies,

the calibrations were done using a pulse generator wherein a signal is

simultaneously sent to two AFEs of two different layers, among which

one is the reference and the other layer is to be calibrated. With this

method the time delay of stages 3 to 6 is measured while the delays of
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0.3. THE PERFORMANCE OF THE RPC PROTOTYPE STACK AT TIFR

the readout strips and pre-amplifiers are not taken into account. But, us-

ing this method to calibrate the entire detector is cumbersome and time

consuming. The results obtained using this method nonetheless give an

idea of the order of magnitude of the delays.

In view of the shortcomings seen in the method using the pulse gen-

erator, an alternative method is adopted using muon tracks as a source

for timing calibration. The total time delay has been divided into two

parts; the first comes from stage 1 (Figure 2.2), which is due to the time

delay in the RPC strips and the other part includes the time delays due

to all electronics from stages 2 to 6. The raw TDC timing is first corrected

for the time delay due to RPC strips and then used to determine the time

delays from the stages 2 to 6 using this formula:

ti “ δ ` 1

c
li (0.3.5)

where, ti is the relative time of ith layer with respect to the lowest layer

with a valid hit and li is the corresponding cosmic muon track length.

Layers having a single strip hit are considered in time delay measure-

ments to avoid uncertainty in timing due to time ORing among all the

strips in a layer. To avoid a bias in the determination of the time delays,
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the calibrating layer is excluded from the fitting and its time residual

(∆t), is obtained. Like muon track fitting, time residuals are also cor-

rected and updated in each iteration and the results from the last itera-

tion is considered for the analysis. No appreciable change is observed in

the mean and RMS of the time residual distributions after 4–5 iterations.

The strip wise residual distributions are later fitted with a Gaussian dis-

tribution and the mean value is considered as the time delay for a cor-

responding strip of a layer. RMS values of these distributions are later

on used as time resolutions for every strip instead of having a fixed time

resolution for all layers. Any noisy channel1 is neglected in this time de-

lay calculation as well as for the directionality study. The observed time

offsets of individual strips are corrected to the muon timings to study

muons directionality.

0.3.6 The measurement of directionality

Selected events after the above-mentioned cosmic muon track fit (sec-

tion 0.3.2) are used for the directionality study. Moreover, a strip hit

multiplicity of at most 2 consecutive strips per layer are considered in

this analysis in order to accumulate sufficient statistics. Due to ORing

of time signals in a layer, the earliest strip signal defines the timing. For

1strip rate either greater than 100 Hz or RMS of ∆t distribution more than 2 ns.
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this reason, the strip having smaller time offset is chosen for the strip

time offset correction in case of double hit multiplicity. By doing so we

implicitly assume that the true timing for both strips is the same. Follow-

ing this procedure, three consecutive strip hits could also be considered

but this was chosen not to be appropriate since the timing uncertainty

would have increased. Arrival times of muon tracks in each layer after

the correction for the known delays are linearly fitted. X and Y-view time

data are fitted separately. After time fitting, events are selected having

at least two degrees of freedom (ndft “ Nt ´ 2 ą 2, Nt being the number

of layers used in the time fit) and by asking χ2
t {ndft ă 2. An overlay plot

of the time slope multiplied by p´cq is shown in Figure 5.5 with differ-

ent quality criteria on Nt. As the minimum acceptable Nt is increased

we observe a decrease in the RMS as reported in Table 5.1. In this study,

only the X-view timing data is shown and later on compared with a MC

analysis. Y-view timing data is not simulated assuming its behaviour is

the same as that of the X-view. The present study though performed at

the Earth’s surface is actually needed at the underground to monitor the

muon background.
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0.3.7 Monte-Carlo simulation of timing data

Muon tracks are first simulated as discussed in section 0.3.3. Accepted

events after track fit are used for time analysis. Timing for layers are

generated assuming propagation with the speed of light and assigning

the zero of time when the track crosses the lowest layer with valid hit

for the directionality measurement. Time residual in different layers are

expected to be uncorrelated, but in real data a correlation of residuals

among different layers is observed. To take care of this correlation we

introduce a p12 ˆ 12q covariance matrix of all layers. This covariance

matrix is used to smear the muon timing in all layers. If any strip (X

or Y-view) is rejected in track fit that particular layer timing is neglected

for further analysis. The different strip multiplicity criterion in the direc-

tionality study (maximum two consecutive strip hits instead of three are

allowed) introduces an extra inefficiency. So, in addition to efficiency in

position a 2-D time efficiency map is also used to select a particular strip

for timingmeasurement. Finally, timing of selected simulated events are

fitted with a straight line and the slope of the time fit multiplied by p´cq

is obtained. The distribution of the number of selected layers used in

the time slope fit and the reduced χ2 distribution for time fitting are well
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reproduced in MC in comparison to the data. There is good agreement

between the time slope distributions of the data and MC (Figure 5.10)

though tails in the data are a little larger than in the MC. A comparison

of the results between data and MC with statistical errors is shown in

Table 5.1 which reflects a reasonable agreement between data and MC.

The mis-identification of muon direction (MisId) in MC is marginally

lower than the data as tails in the time slope distribution is not repro-

duced well enough in the MC. However, this is the first such cosmic ray

analysis with the RPC stack and the data is continually being acquired.

While the MC is sufficient for background calculations at present, the

results of this analysis are now being incorporated into the MC in order

to further fine-tune it and improve its agreement with data.

0.4 Simulation study of tau induced hadron events in the ICAL de-

tector

Oscillations of atmospheric neutrinos to tau-type neutrinos and its CC

interactions with the iron target of the detector produce tau leptons in

the detector. Decay of tau leptons to electrons or muons has 17% branch-

ing fraction, whereas its hadronic decay has 66% branching fraction.

These muons or electrons contribution from tau decays are peaked at
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lower energy with respect to the input energy (Eτ ) of the tau leptons and

hence, these are indistinguishable from the main signal but their effect

has to be accounted for in the oscillation analysis. In the case of τ decay

to hadrons, these add to NC events in the detector. Moreover, the thresh-

old for the tau production itself is about 3.5 GeV. These two facts cause

the hadrons from taus to be shifted to the higher energy side, whereas

hadrons coming from normal NC events are peaked at less than a GeV.

This special feature thus allows these tau induced hadrons to be identi-

fied over the NC background in the detector, which is the prime focus

in this study. First, the total number of tau events in the ICAL detec-

tor with a 5 years exposure is estimated by taking inputs from neutrino

fluxes, its oscillation and neutrino-nucleon interactions. Possible exper-

imental signature of these tau events in the ICAL detector is reported

later.

0.4.1 Atmospheric neutrino flux

The atmospheric neutrino flux is taken from Ref. [137–140]. The neu-

trino flux at SuperK is considered so far for various physics analysis by

the INO collaboration. Preliminary flux data at INO site is also avail-

able [137]; the differences are mostly in the low energy region due to
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latitude effects and are negligible for tau analysis. Beyond 3 GeV there

is no appreciable change between two fluxes. The input consists of

νµ, νe, ν̄µ and ν̄e spectra distributed over Eν , cos θ, and φ, where θ is the

zenith angle, φ is the azimuthal angle and Eν is the energy of the in-

coming neutrino. The energy range for Eν is from 0.1 GeV to 10 TeV as

given in the Honda flux [137]. In this particular study, we have included

contributions from Eν in the range of 3 GeV to 100 GeV (considering en-

ergy threshold for the tau production), where flux is falling at the rate of

E´2.7
ν . The neutrino fluxes are symmetric about cos θ for Eν ą 3.2 GeV

between the up- and down-directions where cos θ “ ´1 refers to the

up-going neutrinos.

0.4.2 Neutrino Oscillations

Adetailed discussion on neutrino oscillation probability and its sensitiv-

ity to neutrino oscillation parameters for a detector with charge identifi-

cation capability has been presented in Ref. [145]. To be brief, 3-flavour

neutrino oscillation model is considered here with current best fit os-

cillation parameters [146] (Table 6.1). The matter density profile of the

Earth is considered as given by the Preliminary Reference Earth Model

(PREM) [144]. The entire numerical calculation for the oscillation is per-
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formed by evolving the flavour eigenstates through Earth’s matter. The

matter density jumps at inner-outer core and core-mantle transitions and

this affects oscillation probability as well.

0.4.3 Neutrino-nucleon cross sections for CC processes

The CC interactions of tau-type neutrinos with the detector target are

given by eq. 0.4.1.

ντ ` n Ñ τ´ ` p,

ν̄τ ` p Ñ τ` ` n . (0.4.1)

Since the energies of interest are from a few GeV to 100 GeV, the CC in-

teractions includes quasi-elastic (QE), resonance (Res) and deep inelastic

(DIS) processes. In the resonance case, only∆ resonance production has

been considered. We consider here double differential cross-sections for

tau production which is written in the form,

dσ

dEτd cos θτ
“ G2

Fκ
2

2π

pτ

mN

„ ˆ

2W1 ` m2
τ

m2
N

W4

˙

pEτ ´ pτ cos θτ q ` W2pEτ ` pτ cos θτq

˘W3

mN

`

EνEτ ` p2τ ´ pEν ` Eτqpτ cos θτ
˘

´ m2
τ

mN

W5



, (0.4.2)
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where GF is the Fermi constant, κ “ m2
W {pQ2 ` m2

W q is the propaga-

tor factor with the W-boson mass (mW ), pτ is the magnitude of the 3-

momentum of the charged lepton and the Wi are structure functions

corresponding to the general decomposition of the hadronic tensor for

QE, Res and DIS processes. The detailed expressions for Wi are taken

from Ref. [156] where specific structure functions are listed for QE, Res

and DIS leading order processes. We define 4-momenta in the labora-

tory frame for the process, ντ pkq ` Nppq Ñ τ´pk1q ` Xpp1q, as k for

incoming neutrino, p for target nucleon, k1 for outgoing τ and p1 for the

net hadrons. We also define some Lorentz invariant variables

Q2 “ ´q2 , qµ “ kµ ´ k1µ,

W 2
X “ pp` qq2. (0.4.3)

Q2 is the magnitude of the momentum transfer andWX is the hadronic

invariant mass. The separation between Res and DIS is arbitrary and

determined by a cut, chosen to be WX ě 1.4 GeV. The resonance region

is chosen as pmN `mπq ă WX ă 1.4where,mπ is the pion mass. For tau

interactions we use the CTEQ6 LO set of parton distribution functions

(leading order in the αS) through the LHAPDF (version 5.8.7) interface.
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The tau production is very much in the forward direction with re-

spect to the incoming neutrinos and available phase space is also re-

stricted by the kinematics. The cross sections are computed in the frame

where incident neutrino direction defines the z-axis and then the results

are boosted into the lab frame. The integrated cross-sections is dom-

inated by the DIS process and contribution from anti-neutrinos to the

total cross-sections is almost half compared to the neutrinos.

0.4.4 Distribution of τ events

The expected number of tau-leptons in the ICAL detector (50 kton) in 5

years exposure are obtained by integrating2 eq. 8.0.5. Total 117 τ´ and

45 τ` are estimated in the upward-going direction p´1 ď cos θ ď 0q,

whereas in the downward-going direction, oscillation effect is almost

absent and so there are no tau events. The distribution of tau-lepton

events, as obtained for the ICAL, is given in Table 8.3.

Nτ “ NT ˆ T ˆ
ż

Eν , cos θν , φν

dEν d cos θν dφν
ˆ

dΦνµ

dEνµd cos θνµ dφνµ
Pµτ ` dΦνe

dEνed cos θνe dφνe
Peτ

˙

ˆ
ż Emax

τ

Emin
τ

dEτ

ż

cos θτν, φτν

d cos θτν dφτν
dσντ

dEτ d cos θτν dφτν
(0.4.4)

2kVegas Monte-Carlo multidimensional integrator is used through the ROOT interface.

xlvi



0.4. SIMULATION STUDY OF TAU INDUCED HADRON EVENTS IN THE ICAL DETECTOR

where, Φ is the neutrino flux, Pατ is the oscillation probability from

flavour α pe, µq to τ ,NT is the total number of target nuclei (50 kton iron)

and T is the exposure time (5 years).

0.4.5 Possible experimental signatures of tau events in the ICAL detector

Direct detection of tau-leptons in the ICAL detector is not possible due

to thick iron absorbers. Lifetime of tau-leptons is about 0.3 ps in its rest

frame and hence, it decays very fast to other lighter leptons (e orµ) or

hadrons. The hadrons produced in tau production and decay, which is

expected to be identifiable over the NC hadrons background, is an indi-

rect signature of tau events in this kind of a detector. Relevant discus-

sion on tau decays, necessary normalisation between the present cross-

sections and cross-sections from the neutrino generator, NUANCE, and

final simulated results are presented in the following sections.

0.4.6 Tau decays

In the leptonic decay of taus the the most probable energy of these lep-

tons is peaked at the lower region of energy with respect to the input

tau energy pEτq, so these leptons cannot be identified separately from

direct muons coming from νµ CC interactions with the iron target. But

their contribution as a background has to be accounted for in the os-
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cillation analysis. This is beyond the scope of the present study. In-

stead, we focus on indirect tau observation through modification of the

NC rate through its decay into hadrons. Now, dΓτÑ
ř

h{dEh for tau de-

cays to hadrons are not trivial to calculate from kinematics as there are

many branching modes. TAUOLA package through NUANCE inter-

face is used to get branching ratio for tau decay to hadrons. Fixed en-

ergy ντs are considered to be interacted with iron target to produce taus.

Now, all type of decay modes are obtained where we choose only those

decays where in the final state, no lepton (i.e., e orµ) is present. And

doing so, all possible decay modes of tau to hadrons are separated. In

these decays pτ Ñ ντ
ř

hq, hadrons carry major fraction of tau energy

compared to the final state ντ . An example plot is shown in Figure 8.4,

where initially 16 GeV ντ was chosen which gives τ and then their de-

cay to hadrons are selected to plot tau energy pEτq, output ντ energy

and net energy of hadrons. This figure clearly shows mean energy of

hadrons is almost half of the initial decaying tau energy. As direct tau

is not available to start with in TAUOLA, different set of energies for ντ

are chosen with a large sample. Taus are selected with energies in 1 GeV

bins around 4, 5, 6, 7, 8, 9 and 10 GeV. Energy of hadrons (Eh) are cal-

culated as Eh “ Eτ ´ Eντ . Scaling behaviour clearly indicates that the
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distribution is independent of Eτ within statistical fluctuations and only

depends on the ratio Eh{Eτ .

0.4.7 Normalisation due to cross-sections

Our code so far does not include the NC cross sections; hence NC events

from NUANCE are considered in this study. Apart from QE and DIS,

more number of processes are included in the resonance scattering in-

sideNUANCE,whereas only the∆ resonance is considered in the present

analysis. This change in the cross-sections will not make much differ-

ence as the main contribution arises from DIS events. Still, an overall

normalisation is adopted to scale the total number of events. Using same

cross-section code, total number of µ˘ are estimated (as in the case for

taus). Afterwards, CC events due to νµ (and anti-particle) interaction

with the iron target which gives µ´ (and anti-particle) are looked for.

With respect to these total number of muons, an overall normalisation is

obtained as NUANCE/present code of about 1.16. So, total number of

hadron events from theNC event sample fromNUANCE are then scaled

while comparing with the hadron events arising from tau interactions in

our calculation.
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0.4.8 Tau event generation through Monte-Carlo method

AMonte-Carlo based event generator is used to generate the kinematics

of each of the tau events. This kinematics reflects the pEν, cosθ, φq de-

pendence of the neutrino fluxes and the pEν, Eτ , cosθτ , φτ q dependence

of the neutrino cross sections. The code is very fast compared to the NU-

ANCE generator since only the kinematics of the leptons is generated,

not that of the hadrons.

0.4.9 Comparison of hadron events: tau induced hadrons and NC background

The NC process for neutrino interactions is νl ` N Ñ νl ` X, where

l : e, µ, τ ,N is the nucleon andX is the hadrons in the final state. In this

kind of a process, hits due to hadrons and from recoiled nucleons cannot

be distinguished in the detector and together is defined as net hadrons

hits. The net hadron energy is thus formally defined within the Monte

Carlo code asENC
h “ Einput

ν ´Efinal
ν . In case of tau induced hadrons, there

are two sources of hadrons. One source is, ντ `N Ñ τ´`X, whereEh1 “

Eν ´ Eτ . Another source is when tau decays to hadrons, τ´ Ñ ντ ` ř

h,

where Eh2 “ Eτ ´ Eν or vector addition of all momenta of hadrons in

the final state. Total of Eh1 and Eh2 is defined as total hadron energy

pEhq in tau events. In this study, all the particle production is strongly
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forward boosted. Tau leptons produced from neutrinos are very much

in the forward direction (within 5˝ with respect to the incident neutrino)

and in this process the angle between incident neutrino with the net

hadron momentum vector is also peaked around 5˝.The angle between

tau-leptons and the net momentum vector of decayed hadrons is also

peaked around 3˝.So, events are very much in the forward directions

with respect to the initial neutrino direction; in other words, the up-

going tau neutrinos give rise to visible signals in the detector that also

correspond to “up-going” events. In the case of NC events, the up-going

and down-coming samples are separated. In each case, an angle cut near

horizontal direction (5˝ in either direction from horizon) is applied to

filter out those events whichmay be identified with wrong direction due

to large angle scattering. Tau induced hadrons events, as obtained, are

plotted with hadron events from NC event sample in the same hadron

energy bin in Figure 9.3.

The significance of the tau contribution can be determined through

a χ2 analysis. When the “data” consisting of NC (up and down) and

tau induced signal together are fitted to NC alone, the ∆χ2 obtained is

59.6 so the indirect observation of tau through this channel is at more

than 7σ confidence level. Hence our simulations indicate that there
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is an excellent possibility to detect τ events from oscillations of atmo-

spheric neutrinos in the ICAL detector by studying the modifications of

the NC signals. A more detailed analysis is required in order to obtain

constraints on the neutrino oscillation parameters themselves from this

channel. This is a future possible direction of study.

0.5 Summary and future outlook

Analysis of cosmic raymuon data from the RPC prototype detector stack

provides understanding of detector tracking efficiencies and position

resolutions. This study is now carried out regularly tomonitor the detec-

tor performance towards better understanding of muon flux monitoring

over long period. It is proposed to stagger the RPCs in the prototype

stack to confirm that the observed RPC inefficiencies are not due to solid

angular acceptance issues. Simulation studies of the gas flow inside the

RPCs are underway to confirm that the gas flow is uniform over the en-

tire active volume of the RPC. Results of these studies will also be fed

back into the Monte Carlo code and will be fine tuned.

Time resolution of the RPCs are studied in this analysis. The ob-

served value is well within the requirements of the ICAL detector. Mea-

surement of time delays of the RPC signal paths has been done and the

lii



0.5. SUMMARY AND FUTURE OUTLOOK

method established can be used for the main ICAL detector as well. The

background muon rates in the underground are very low compared to

those at the surface. The planned readout electronics for ICAL detec-

tor is different from that being used with the RPC prototype detector

stack and in principle, time calibration can be performed at the surface

for each RPC detector of the ICAL. Directionality study of cosmic ray

muons will be useful in the main ICAL detector to monitor the under-

ground muon background. This is because muons are expected to reach

the detector from other side of the earth, as high energy muons can pen-

etrate only few km of rock overburden to reach the detector. A negligible

fraction of muonsmay be observed in the upward going direction which

are mainly produced by some neutrino induced processes.

Simulations study of tau events in the ICALdetector provides promis-

ing results indicating that indirect observation of tau events through its

hadronic decay channel is possible at more than 7σ significance over the

neutral current background. In fact, proper inclusion of the tau-induced

hadron events is very important for studying other exotic possibilities

such as the presence of sterile neutrinos, which also affects the NC sig-

nal. The question of whether this channel is sufficiently sensitive to help

determine the oscillation parameters themselves through the tau contri-
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bution is still an open one and is currently being pursued. In fact, many

more extensions and refinements of this study are possible and will be

part of future work in this direction.
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1 Introduction

1.1 A summary of neutrino experiments over the decade : from its

proposal to the present date

The neutrino is one of the most pervasive forms of matter in the uni-

verse, yet it is also one of the most elusive. It is the most abundant

particles in the universe after photon, the quanta of light.

Charles DrummondEllis (alongwith James Chadwick and colleagues)

established clearly during 1920 – 1927 that the beta decay spectrum is

really continuous, ending all controversies. In late 1930 (4th December,

1930 a physics conference at Tubingen), Wolfgang Pauli endeavoured to

save the time-honoured law of energy conservation by proposing, what

he himself considered a “desperate remedy”, that a new subatomic par-

ticle which shares the available energy with the electron in the nuclear

β decay [1, 2]. To produce the observed β decay energy spectrum of the

electron, this new particle “neutrino”, could have a mass no larger than

that of the electron, it had to have no electric charge and it had to be a

fermion like electrons.

In June 1931, Pauli reported his idea about neutrino for the first time

at a meeting of the American Physical Society in Pasadena. Initially,
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Pauli named it as “neutron”. J. Chadwick then discovered neutron in

1932 as we know today [3]. E. Fermi renamed the Pauli’s particle as

“neutrino” and formulated a theoretical model in 1934 [4, 5] to explain

continuous β decay spectrum, now known as Fermi theory, in analogy

with quantum electrodynamics (QED). The Fermi theory was then ex-

tended by G. Gamow and E. Teller in 1936 [6] to incorporate the ob-

served change of one unit of the nuclear spin in some β decays, but

still parity was conserved. While people were looking for the exact cou-

pling in the weak interactions, its horizon was further extended by the

discovery of the muon, µ, in 1937, by Street and Stevenson [7] and, Ned-

dermeyer and Anderson [8]. B. Pontecorvo in 1947 proposed the univer-

sality of the Fermi interactions of electrons and muons after the obser-

vation of muon decay [9]. This is thought of as the origin of the concept

now known as “generation or family”. H. Bethe and R. Peierls predicted

the strength of the weak interactions and claimed in 1934 that neutrino

might never be observed [10]. Urged, in particular by B. Pontecorvo

in the early 1950s, two physicists at the Los Alamos National Labora-

tory in New Mexico, Clyde Cowan and Fred Reines, searched for a way

to measure inverse β decay, in which an anti-neutrino can produce a

positron. The name of their project was “Project Poltergeist”. They used

reactor anti-neutrinos, 10 ton of equipment, including 1400 litres of liq-

uid scintillators. They detected neutrino signal electronically first time

in the history of mankind. In the summer of 1956, “Poltergeist” tri-

umphantly recorded gamma ray bursts separated by 5.5 µs and on 14th

June, Cowan and Reines sent Pauli a telegram to say that the neutrino

had finally been found [11–13]. K` decay into two different modes with
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opposite parity, known as θ ´ τ puzzle was giving hints about the par-

ity violation in the weak interactions. T. D. Lee and C. N. Yang who

first noted in 1956 [14] that evidence for parity conservation in weak in-

teractions was lacking, not just in K decays but in all observed weak

interactions in the past. Parity violation was first observed in the β de-

cay of polarised 60Co, known as Wu’s experiment [15] and then subse-

quently in π` Ñ µ` ` νµ and µ` Ñ e` ` νe ` ν̄µ decays. The V ´ A

form of the weak Lagrangian was then formulated in 1958 by Feynman

and Gell-Mann [16], Sudarshan and Marshak [17] and Sakurai [18]. The

two component theory of a massless neutrino was proposed by Landau

[19], Lee and Yang [20] and A. Salam [21]. In this theory, neutrinos are

left-handed and anti-neutrinos are right-handed, leading automatically

to the V ´ A couplings. In 1958, Goldhaber, Grodzins and Sunyar [22]

measured the left handedness or helicity of a neutrino which is also in

agreement with the two-component theory of a massless neutrino. Lep-

ton number was introduced in 1953 by Konopinski and Mahmoud [23]

to explain certain missing decay modes. R. Davis’s attempts to observe

ν̄e`37Cl Ñ37 Ar`e´ turned out to produce only some limits on the cross-

section for the process, because the process violates the lepton number.

This effort, however, led by Davis to the history-making Homestake so-

lar neutrino experiment when he replaced ν̄e by νe from the Sun. While

people were looking for many interactions to confirm lepton number

conservation, Pontecorvo suggested [24], if it is shown that νµ produced

in π` Ñ µ` ` νµ can not induce e´, then νµ and νe are indeed differ-

ent particles. Later on, L. M. Lederman, M. Schwartz, J. Steinberger et

al., [25] succeeded in 1962 at BNL to discover νµ, and this experiment

5
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is marked as the first serious accelerator neutrino experiment. Today’s

Standard Model (SM), which is actually the Glashow-Weinberg-Salam

model, was formulated in 1967 [26–28]. This model predicted the exis-

tence of weak neutral currents and the Z boson. The Higgs mechanism,

which was postulated in 1964 by P.W. Higgs [29], F. Englert and R. Brout

[30], and G. S. Guralnik, C. R. Hagen and T. W. B. Kibble [31], allows

the original massless gauge bosons that appear in the local gauge group

model to acquire longitudinal degrees of freedom, finally making them

massive as demanded in Nature. The renormalizability of the model

was proved by G. ’t Hooft and M. J. G. Veltman in 1971 [32]. The suc-

cess of the SM was affirmed in 1973 by the discovery of neutral-current

neutrino interactions in the Gargamelle experiment at CERN (1973) [33]

and was subsequently confirmed at Fermilab [34]. The charm quark

was discovered in 1974 in the form of the J{ψ particle pcc̄q at BNL pJq
[35] and SLAC pψq [36]. Subsequent discovery of W˘ [37] and Z [38]

at CERN firmly established the SM as the model for leptonic, hadronic,

weak and electromagnetic (electroweak) interactions. Charm quark dis-

covery also proved the GIM mechanism [39]. The third lepton, τ , was

discovered by M. Perl and colleagues at SLAC in Stanford, California,

in 1975 [40]. After several years, analysis of tau decay modes leads to

the conclusion that tau is accompanied by its own neutrino nu-tau (ντ )

which is neither νe nor νµ. The DONUT collaboration [41] working at

Fermilab announced in 2000 that tau particle were observed produced

by tau neutrinos, making the first direct observation of the tau neutrino.

The b and t quarks were discovered at Fermilab, respectively, in 1977

[42] and 1995 [43], completing all the building blocks of the SM with

6
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three generations. The Higgs particle is also recently discovered in LHC

by the CMS and ATLAS collaboration [44, 45]. The number of genera-

tions was fixed at three in 1989 by the impressive measurements by LEP

experiments at CERN of the invisible width of the Z boson [46]. Dis-

covery of the CP symmetry violation in K0-decay by Christenson et al.

[47], in 1964 was accommodated in the SM through the mixing of three

generations quarks by M. Kobayashi and T. Masakawa [48] in 1973, ex-

tending the theory of two-generation mixing developed by N. Cabibbo

[49] in 1963.

No experiments that have been performed so far have detected con-

clusive deviations from the SM, except neutrino oscillation experiments,

which have shown that neutrinos have tinymasses and they mix to each

other. Now, the SM neither allow neutrinomass nor their mixing. In that

sense, the SM is an effective theory of the yet unknown theory beyond

the SM. Thus, the neutrino is playing the role of a messenger of the new

physics beyond the SM.

The concept of neutrino oscillations was first proposed in 1957 by

Pontecorvo [50], motivated by theK0 Ô K̄0 oscillation phenomena [51]

(1955) in which the strangeness quantum number is oscillating. The pos-

sible oscillations that he could find at that time were ν Ô ν̄ for Ma-

jorana neutrinos. More realistic idea of oscillations came later in 1967

by Maki, Masami, Nakagawa and Sakata [52] assuming νe and νµ are

mixed states of two mass eigenstates. Later on, this idea was broadened

by Gribov and Pontecorvo in 1969 [53]. The theory of neutrino oscilla-

tions was finally developed in 1975–76 by Eliezer and Swift [54], Fritzsch

andMinkowski [55], Bilenky and Pontecorvo [56, 57]. Designs for a new

7
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generation neutrino detectors were discussed at Hawaii workshop in

1976, subsequently leading to IMB, HPW and Kamioka detectors. The

IMB, the first massive underground nucleon decay search instrument

and neutrino detector [58] was built in 20001 deep Morton Salt mine near

Cleveland, Ohio. The Kamioka experiment was built in a zinc mine

in Japan. The “atmospheric neutrino anomaly” was observed by IMB

and Kamiokande in 1985 [58]. Kamiokande group made first directional

counting observation of solar neutrinos and confirms deficit in 1986. In

1987, the Kamiokande and IMB experiments detected burst of neutrinos

from Supernova 1987A [58], heralding the birth of neutrino astronomy,

and setting many limits on neutrino properties, such as mass.

The atmospheric neutrinos have provided us with the first model in-

dependent indication of oscillations of νµs through the Super-Kamiokande

experiment [59] in 1998. In 2000, SuperK announced that the oscillating

partner to the muon neutrino is not a sterile neutrino, but the tau neu-

trino [60]. Soudan 2 [61–64] (April 1989 to June 2001) and MACRO [65–

68] experiments (1995 – 2001) provide precise information on the values

of the atmospheric neutrino oscillation parameters, which are in good

agreement with the independent results of the first accelerator long-

baseline K2K [69–72] experiment (2001 – 2005).

Solar neutrino problem was first observed in Homestake experi-

ment [73] and then confirmed by the observations of the Kamiokande,

GALLEX/GNO (in Russia), SAGE (in Italy) in 1991-2, Super-Kamiokande

and SNO experiments in 2001-2. In particular, the results of the SNO ex-

periment [74] have been instrumental in solving the solar neutrino puz-

zle in 2002. The reactor long-baseline KamLAND experiment [75, 76]

8
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(2002) has also confirmed the values of the oscillation parameters ob-

tained from a global analysis of the data of all solar neutrino experi-

ments.

First observation of ντ appearance in OPERA experiment [77] at

Gran Sasso was in 2010. T2K [78] and MINOS [79] experiment have

seen the appearance of electron neutrinos in a muon neutrino beam in

2011. The results of the atmospheric, solar, KamLAND and K2K neu-

trino experiments are nicely explained by neutrino oscillations in the

framework of the simplest model of three-neutrino mixing, in which

the three flavour neutrinos νe, νµ, ντ are unitary linear combinations of

three massive neutrinos ν1, ν2, ν3 with masses m1, m2, m3. Daya-Bay

[80], RENO [81] and Double Chooz [82] recently in 2012 measured one

of the neutrino parameters, the mixing angle θ13 by more than 5σ confi-

dence level. Till now, we have knowledge about mass square difference,

various mixing angles etc., with lots of open questions as well.

1.2 Neutrino oscillation global picture

An up-to-date global analysis of solar, atmospheric, reactor and accel-

erator neutrino data in the framework of three-neutrino oscillations are

presented in [146]. Neutrino oscillations are briefly discussed in Chap-

ter 6. The fundamental neutrino parameters are the mixing angles θij,

CP-phase δ, and the mass-squared differences δij ” m2
i ´ m2

j . Given the

observed hierarchy between the solar and atmospheric mass-squared

splittings there are two possible non-equivalent orderings for the mass

9
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eigenvalues, which are conventionally chosen as

δ21 ! pδ32 » δ31 ą 0q Normal ordering, (1.2.1)

δ21 ! ´pδ31 » δ32 ă 0q Inverted ordering , (1.2.2)

and schematically shown in Figure 1.1.
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Figure 1.1. Neutrino mass hierarchy schematic diagram.

In this convention the angles θij can be taken without loss of gen-

erality to lie in the first quadrant, θij P r0, π{2s, and the CP-phase δCP P
r0, 2πs. δ21, |δ31|, θ12 and θ23 are relatively well determined in this context,

whereas an upper bound was derived for the mixing angle θ13 till 2012

and barely nothing is known on the CP phase δCP and on the sign of δ31.

This situation is changed considerably with the data from the reactor

experiments Daya Bay [80], Reno [81] and Double Chooz [82]. In addi-

tion, the increased statistics of long-baseline experiments, T2K [83] and

MINOS [84], have provided a clear determination of the last unknown

mixing angle θ13. Authors in ref. [146] have considered the results from

Super-Kamiokande atmospheric neutrino data from phases SK1–4 [85].
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In the long baseline accelerator experiments (LBL), they have combined

the energy distribution of νµ disappearance events from K2K [86] with

what obtained by MINOS in both νµ pν̄µq disappearance and νe pν̄eq ap-

pearance with 10.8 p3.36q ˆ 1020 protons on target (pot) [84, 87], and T2K

νe appearance and νµ disappearance data with phases 1–3, 3.01 ˆ 1020

pot and phases 1–2, 1.43 ˆ 1020 pot [88] respectively.

For oscillation signals at reactor experiments data have been con-

sidered from CHOOZ [89] (energy spectrum data) and Palo Verde [90]

(total rate) together with the recent spectrum from Double Chooz with

227.9 days live time [91], and the total event rates in the near and far de-

tectors in Daya Bay with 126 live days of data and Reno with 229 days

of data-taking. Observed energy spectrum in KamLAND data sets DS-

1 and DS-2 [92] with a total exposure of 3.49 ˆ 1032 target-proton-year

(2135 days).

In the analysis of solar neutrino experiments the total rates from the

radiochemical experiments Chlorine [73], Gallex/GNO [93] and SAGE

[94] have been considered. Data from the electron scattering (ES) Super-

Kamiokande phase I (SK1) energy-zenith spectrum [95], data points from

the three phases of SNO [96–98] including the results on the low energy

threshold analysis of the combined SNO phases I-III [99], and the main

set of the 740.7 days of Borexino data [100] as well as their high-energy

spectrum from 246 live days [101].

Conclusion on oscillation parameters are listed here (ref. [146]):

1. The present global analysis disfavours θ13 “ 0 with a ∆χ2 « 100.

This is mostly driven by the new reactor data from Daya Bay, Reno

and Double Chooz.
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2. An uncertainty on θ13 at the level of 1σ remains due to a tension

between predicted reactor neutrino fluxes and data from reactor ex-

periments with baselines less than 100 m.

3. Non-maximal θ23 is favoured at the level of „ 2σp„ 1.5σq for Nor-

mal (Inverted) ordering for either choice of the reactor fluxes.

4. The statistical significance of the preference of the fit for the first

octant of θ23 is ď 1.5σpď 0.9σq for Normal (Inverted) ordering for

either choice of the reactor fluxes.

5. When the normalisation of reactor fluxes is left free and data from

short-baseline (less than 100 m) reactor experiments are included,

the absolute best-fit occurs for Normal ordering but the statistical

significance of the preference Normal versus Inverted is ď 0.7σ.

6. The best fit occurs for Inverted orderingwhen reactor short-baseline

data are not included and reactor fluxes as predicted in [102] are

assumed but the statistical significance of the preference Inverted

versus Normal is ď 0.75σ.

7. The statistical significance of the effects associated with δCP is ď
1.5σ pď 1.75σq for Normal (Inverted) ordering.

The best fit values of the neutrino oscillation parameters are given in

ref. [146] and a consolidated form what actually used in our analysis is

given in Table 6.1 in Chapter 6.
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1.3 Potentiality of the INO-ICAL detector

In this era of neutrino physics, plans have been made world-wide for

new neutrino detectors, neutrino factories and long-baseline neutrino

experiments. The Indian initiative in cosmic ray and neutrino physics

experiments goes back several decades. The first atmospheric neutrino

induced muon events were reported at the Kolar Gold Fields (KGF) un-

derground laboratory nearly forty five years ago [103]. Another group

in 1965 also observed atmospheric neutrinos in the East Rand Propri-

etary Gold Mine in South Africa [104]. In fact, the resurrection of In-

dian experimental neutrino physics programme was made possible by

the experience gained in KGF experiment. A multi-institutional Neu-

trino Collaboration has been formed with the objective of creating India-

based Neutrino Observatory (INO). The observatory will have a large

underground cavern, with an all round rock cover of 1 km, to house the

ICAL detector and a smaller one for experiments with more compact

detectors. The access will be through a tunnel. The location of the un-

derground cavern is at BodiWest Hill, in Pottipuram village in the Theni

district of Tamilnadu, India. Relevant geographical detail about the INO

cavern is given in Table 1.1. Actual land survey gives peak height above

Table 1.1. Geographic details of the INO cavern.

Cavern latitude range 9˝571302 N ´ 10˝0102 N

Cavern longitude range 77˝151 E ´ 77˝301 E,

Detector origin (longitude, latitude, alti-
tude)

77˝221302 E, 9˝581452 N, 280.77m

Axis of the cavern (w.r.t. N-S) 23˝281262

Cavern dimension (L ˆ B ˆ H) 132 m ˆ 26 m ˆ 32.5 m

the INO cavern as 1587.6 m, whereas SOI (Survey of India) map gives
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as 1589 m and Google map gives as 1566 m. Floor level of the cavern is

at 271.77 m above the mean sea level (a m.s.l). The origin of the ICAL

detector is at 280.77 m and below the mountain at 1560 m elevation. Ver-

tical rock cover at the origin of the detector is therefore 1279.23 m. The

entire cavern is located between contours of 1579 m and 1560 m altitude

of the Bodi West Hill.

Google map precision is a little different than actual topographical

map given by Geological Survey of India (GSI). The error in reading the

height/elevation from Google map is ˘3 m. The error in fixing the exact

latitude and longitude are ˘22. The digital map is considered around

and up to 10 km („ 1152 ” 2 km, Table 1.1) from the peak on either

sides (N-S and E-W). A contour plot of the altitude of the geographical

location of the INO cavern is shown in Figure 1.2. Other technical details
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Figure 1.2. Contour plot of the hill altitude around the INO cavern. Altitude is shown in metre
above the sea level. The centre of the INO cavern is also shown (black dot) in the figure.

about the INO project can be found in ref. [105].

The INO collaboration has proposed to build a massive magnetised
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Iron CALorimeter (ICAL) detector inside the INO cavern. The ICAL is

contemplated as both a detector for atmospheric neutrinos and as well

as a future end-detector for a neutrino factory beam. In both cases,

the primary detection mechanism is via detection of muons produced

in charged current neutrino interactions. The detector will comprise

of layers of iron sheets interleaved with the planar active detector ele-

ments, which are Resistive Plate Chambers (RPCs). The detector will be

magnetised to a field of about 1.3 T, which allows for charge discrimi-

nation of muons. The atmospheric neutrino physics program possible

with ICAL is substantial. It is possible to observe a clear signal of os-

cillation by observing one full oscillation period so that the precision

of the parameters, δ32 and θ23, can be improved to 10%. We can also

use atmospheric neutrinos to probe CPT invariance which is one of the

fundamental paradigms of quantum field theories, of which the Stan-

dard Model is one. Apart from their charge discrimination capability,

iron calorimeters have a large range in sensitivity to L/E variations com-

pared to water Cerenkov detectors and can substantiate the evidence of

neutrino mass and oscillation already observed by Super-Kamiokande

experiment, via the observation of dips and peaks in the event rate ver-

sus L/E. When used as an end-detector for a high γ Beta Beam or a

neutrino factory, the ICAL-CERN distance matches the magic baseline,

so that results are insensitive to the CP phase δCP. The major physics

goal of the ICAL detector are summarised below:

• To re-confirm the occurrence of oscillation in atmospheric muon

neutrinos and significantly improve measurement of the oscilla-

tion parameters, through the explicit observation of the first os-
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cillation swing in νµ disappearance as a function of L/E. A broad

range in both path length L and energy, E, and indeed in their ratio,

L/E, possible with atmospheric neutrinos, offers the opportunity to

probe a large range of δ32.

• To observe matter dependent effects, using the ability of the magne-

tised ICAL detector to distinguish neutrino and anti-neutrino initi-

ated processes by detecting the charge of the produced muons. De-

termining the sign of δ32 and the magnitude of θ13, using the mat-

ter effect. Non-zero value of θ13 has tremendous implications for

observing Earth matter-dependent oscillation effects as well as CP

violation in the leptonic sector.

• A new way of distinguishing whether the muon neutrino deficit

observed by previous experiments is due to oscillations of muon

neutrinos to tau neutrinos or to sterile ones. A sterile neutrino does

not have a charged lepton partner and immune to the weak interac-

tions, unlike the other three known active neutrinos (νe, νµ, and ντ ).

• Probing CPT violation in the neutrino sector using atmospheric neu-

trinos and putting bounds on them. The atmospheric neutrino data

involve both the particle and the antiparticle channels and are there-

fore suitable for studying CPT violation. As the atmospheric neu-

trino experiments are probing mass squared differences and not the

absolute neutrino mass, these will be the quantities which might be

restricted by the data. The interest in CPT violation arises due to a

recently suggested scheme which is capable of solving all neutrino

anomalies without the use of a light sterile neutrino [106].

16



CHAPTER 1. INTRODUCTION 1.4. DETECTOR REQUIREMENTS FOR THE ICAL DETECTOR

• Constraining the long range leptonic forces. These are a special

class of long range forces which distinguish between leptonic flavours

and have far reaching implications for the neutrino oscillations. In

turn we may use them as a probe of such forces.

• To studymulti-TeV cosmic raymuons through pair-meter technique.

The technique [107] is used to measure the energy and frequency

of electron-positron pair cascades produced by the passage of a

high energy muon in dense matter. Such studies in the high en-

ergy (TeV–PeV) region can throw light on possible extensions of the

Standard Model.

1.4 Detector requirements for the ICAL detector

The primary focus of ICAL at INO is to study interactions involving

atmospheric muon neutrinos and anti-neutrinos. This requires the con-

struction of a detector that is sensitive to the energy, direction and sign

of the electric charge of muons, produced by charged-current (CC) in-

teractions of neutrinos (νµ& ν̄µ) with the detector material. This detector

(perhaps upgraded in terms of fiducial volume) will also be a suitable

choice as a far-end detector of a long-base-line experiment. Based on the

physics goals of the ICAL detector, the following criteria was used for

selecting an appropriate design for the detector system.

• A reasonable target mass to achieve a statistically significant num-

ber of neutrino interactions in a reasonable time-frame for the con-

firmation of atmospheric neutrino oscillation.
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• For the precise measurement of the oscillation pattern in the L/E

spectrum of atmospheric muon neutrinos, the energy E and direc-

tion θ of the incoming neutrino have to be accurately measured in

each event. Now, direct reconstruction of neutrino is not possible,

but precise measurement of muon and hadron energy able us to

reconstruct the neutrino energy. The direction of the neutrino can

be estimated from the direction of muon produced and also taking

care of the net hadrons direction. Therefore, the energy and angular

resolution of the detector should be good enough so that L/E can

be measured with an accuracy better than half of the modulation

period.

• In order to estimate the distance traversed by the neutrino, it is nec-

essary to establish the flight direction (up vs. down) of the muon

produced by the neutrino with high efficiency. Different techniques

like increase of curvature in a magnetic field, multiple scattering

along the track or the measurement of timing in successive detector

layers can be used to achieve this. Of these the time-of-flight tech-

nique is the most effective and allows excellent up-down discrimi-

nation for a detector with a time resolution (σ) of 1 ns or better.

• Identification of the electric charge of muons so as to distinguish

between neutrino and anti-neutrino interactions. Charge determi-

nation is necessary to achieve most of the physics goals mentioned

above.

• Compactness, ease of construction and modularity which allows

the possibility of phasing.
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The basic detector specification is listed in Table 1.2. A schematic of

the ICAL detector is shown in Figure 1.3.

Table 1.2. Salient parameters of the ICAL detector structure.

Modules 3

Module dimension 16 mˆ16 mˆ14.5 m

Detector dimension 48 mˆ16 mˆ14.5 m

Iron layers 151

Iron Plate thickness 56 mm

RPC layers 150

Gap for RPC units 40 mm

RPC dimension 1800 mmˆ1910 mmˆ20 mm

RPC units/ layer/ module 64

RPC units/ module 9600

Total RPC units 28800

Total readout channels 3686400

Magnetic field 1.3 T

Rock overburden ą 1 km

Figure 1.3. Schematic view of the proposed ICAL detector (3 modules) at INO. RPC detector
handling trolleys are shown on either side. The top view of the magnet coil (purple colour) is
also shown here.
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1.5 Brief history of gaseous particle detectors

The discovery of X-rays and radioactivity in the 1890s can be announced

the birth of particle detectors. H. Becquerels photosensitive paper, which

was blackened by the radiation released by uranium salt was possibly

the first documented particle detector. Rutherford and Marsden also

used scintillating signals while discovered the atomic structure. During

that period, visual screening of the events was performed by an experi-

mentalist seating in front of the detector. Later on, various gaseous de-

tectors were invented where track reconstruction of the particles can be

done later. Among these the cloud chambers, the emulsion-, bubble-,

spark-, and streamer chambers are notable. Basic working principle in

these detectors is the ionisation of the active gaseous medium by the

moving charged particles. In these detectors particle tracks are pho-

tographed and later on analysed. Discovery of Compton scattering,

positron, nuclear disintegration of cosmic rays etc. happened using cloud

chambers. Discovery of pions was performed using nuclear emulsion

technique. Bubble chambers were used in the discovery of neutral cur-

rent in the weak interactions and to study other decay products in var-

ious interactions. The technology then evolved towards the electrical

methods from these optical methods. Detectors that record the ionisa-

tion produced by the charged particles in the gaseous medium became

popular as they used to record the position of the track and the time

of its passage. Gaseous detectors such as wire or drift chambers [108]

have successfully replaced the scintillator counters, particularly requir-

ing high position resolutions. The amount of ionisation created inside
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the active volume of these gaseous detectors could also be used to deter-

mine the charge and velocity of the intercepted particle. In the multi-

wire proportional chambers or drift chambers position resolution up

to 100 µm can be achieved as the electric field is highly concentrated

around the central wire - usually to dimensions of the order of the wire

diameter, and and all electrons need to drift into this region before am-

plification and the signal generation sets in. Time resolution of wire de-

tectors is rather poor due to fluctuations in the drift time of the primary

electrons. It also depends on the spatial distribution of the primary ion-

isation produced by the minimum ionising particle (MIP). This intro-

duces a time jitter, limiting the time resolution of wire based detectors to

a few nanoseconds. In fact, scintillator detectors generally outperform

the wire based gaseous detectors as far as time resolution is concerned

[109].

Time resolution in these gaseous detectors can be improved if a strong

uniform electric field is used instead of a radial field. In this case, avalanche

amplification sets in instantly for all primary clusters right after the pri-

mary ionisation. The intrinsic detector time resolution is then domi-

nated by the spatial variation of the primary interaction leading to a tem-

poral spread, avalanche statistics. Noise induced triggering time fluctu-

ations are thus minimised. The first gas detector taking shape in this

way was the Keuffel Spark Counter, a gaseous avalanche detector with

parallel plate geometry [110]. In general, spark counters are consist of

two planar metal electrodes with a high voltage applied to them, filled

by a gas mixture. Primary ionisation triggers avalanches and at some

stage avalanche transforms to a streamer, where photons produced due
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to recombination process of electrons and ions contribute to the spread

of free charge carriers. At some stage, chamber starts discharging when

a plasma like filament formed between two electrodes. The rapidly

growing anode current is transformed by a resistor into a fast voltage

signal and this signal can be taken as a time flag for the arrival of the

charged particle. Here, signal strength is quite high and no need any

further amplification, thus electronic time jitter is avoided [111]. Time

resolution comes around 1 ns compare to Geiger-Müller counters which

has time resolution about 100 ns. But the chamber size for the spark

counters are at the order of few cm2; if the area is increased discharge

energy in a spark becomes large enough to damage the surface of the

counter. That is why switching-off circuit is required to prevent the

electrode. The dead time of these chambers is also long, about 1 s, so

maximum detection rate is a constraint. Moreover, it is worked with

low-pressure gas and had a very short operating span [111].

To overcome these problems, a new type of spark chamber intro-

duced resistive plate electrodes and special gas mixtures for photon ab-

sorption in 1971 [112]. The discharge in the detector causes a voltage

drop between the two electrodes. The resistivity of around 109 Ω-cm

of the electrodes limits the discharge to an area around the primary

avalanche and because the high voltage drops only locally, the remain-

ing counter area is still sensitive to charged particles. The electrodes

gets recharged with a time constant that is much longer than the typi-

cal time scale of the avalanche development. It then turns out that the

multiplication process is self-extinguishingwhen resistive electrodes are

used. Moreover, if organic gases with high ultra violet absorption capa-

22



CHAPTER 1. INTRODUCTION 1.6. RESISTIVE PLATE CHAMBER (RPC)

bility are used then charge diffusion in the gas will be prevented and

the actual area of the detector which suffers from the voltage drop is lo-

calised around the primary ionisation region. The main advantage of

the use of resistive electrodes is that high voltage switching off circuits

are no longer necessary and consequently a higher detection rate can be

achieved. The energy in the sparks is much smaller than in the case of

metallic electrodes and therefore larger electrode surfaces can be used.

In this development, Planar Spark Chamber (PSC) was built by Pestov.

Pestov Spark Counter [113, 114] with a 0.1 mm gap achieved a time res-

olution of 25 ps. But this thin gap and higher electric field (500 kV/cm)

demand a very good surface smoothness of the electrodes. Inside gas

pressure is also high here, about 12 bar. A Parallel Plate Avalanche

Chamber (PPAC) [115] is a single gap gaseous detector very similar to

the Spark Counter but operate in avalanche mode. It has a good rate

capability up to 10 MHz/cm2, time resolution 100 –250 ps. But signal

strength is low so need low noise high gain pre-amplifiers.

1.6 Resistive Plate Chamber (RPC)

The Resistive Plate Chamber (RPC) was introduced in 1981 by R. San-

tonico and R. Cardarelli [116] as a practical alternative to the remark-

able localised discharge spark counters, which ultimately achieved a

time resolution of 25 ps. The basic principle in the RPC is same as that

of Pestovs Planar Spark Chamber. Nevertheless, drastic simplifications

were introduced in its realisation; such as, absence of high pressure gas,

lower requirements of mechanical precision and use of plastic materials

instead of glass. The resulting detector, was found to be free from dam-
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aging discharges by construction and provided a time resolution of the

order of 1 ns. Together these merits made RPCs of potential interest in

a different and wider range of applications in modern experiments. In

particular it has replaced plastic scintillators, whenever large detecting

areas are needed in low counting rate environments.

RPC is operated with an uniform and constant electric field between

the two parallel electrodes, at least one of which is made of a material

with high bulk resistivity. During ionisation, produced free charge carri-

ers trigger avalanches of electrons in the high electric field and originate

a discharge. Due to the high resistivity of the electrodes, effective electric

field around the discharge point suddenly dropped. Thus the discharge

is prevented from propagating through the whole gas volume. Rest of

the counter area still remain sensitive to the particles. Gas mixture used

inside the chamber has high absorption coefficient for ultraviolet light

which kills photons produced in the discharge. This prevents secondary

discharges from originating at other points, mainly at cathode surface

of the detector. The propagation of the growing number of electrons

induces a current on external strip electrodes.

Charged particles ionises the inside gas medium of the RPC and cre-

ates electron-ion pairs. The drift velocity of electrons is much higher

than ions. The drifting of the electrons produce changes in the elec-

tric field lines which actually induces signals to the metallic electrodes

on the either plane of the detector. Due to the large applied electric

field across the electrodes, primary electrons produce further ionisa-

tion and this multiplication mechanism results in a distribution of free

charge in the gas which has the characteristic shape of an avalanche.
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Recombination processes during avalanche produce photons which are

basically absorbed using quenching gas and thus stopping further sec-

ondary avalanches in the detector volume.

A schematic of the RPC detector is shown in Figure 1.4. The bulk

A

A

B
C C

D

E

F

F

G H

Figure 1.4. Constructional schematic of a basic RPC. A: High resistive electrode | B: Gas gap |
C: Side spacers | D: Readout strips-X | E: Readout strips-Y | F: Insulator | G: Graphite coating |
H: High voltage.

resistivity of the resistive material is about 1010–1012Ω-cm, separated by

a few mm. The electrodes are connected to a high voltage power supply

in order to create a uniform and intense electric field (about 5 kV/mm)

in the gap between them. A thin layer of graphite is coated over the

external surface of the electrodes to permit uniform application of the

high voltage. The electrodes are kept apart by means of small polycar-

bonate cylindrical spacers having a diameter of about 10 mm and a bulk

resistivity greater than 1013Ω-cm. A gas mixture could consist of Argon,

Isobutane and Freon (R134a). Argon acts as target for ionising parti-

cles while Isobutane, being an organic gas, helps to absorb the photons

that result from recombination processes thus limiting the formation of

secondary avalanches far from the primary ones. An electronegative

gas may serve the purpose of limiting the amount of free charge in the
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gas. We use mixture of R134a, Isobutane and SF6 while operating in

avalanche mode. The surface resistivity of the graphite coating is high

enough to render it transparent to the electric pulses generated by the

charge displacement in the gas gap. For this reason electric signals can

be induced on metallic strips capacitively coupled to the gap. The strips

are mounted on the external surface of the gap from which they are sep-

arated by a layer of mylar insulator. Two different sets of strips oriented

in orthogonal directions may be arranged on both sides of the detector

to obtain measurements in both planes. The strips behave like trans-

mission lines with typical characteristic impedance of about 50 Ω. High

resistivity of the electrodes prevents high voltage supply from provid-

ing the electric charge that would be necessary to maintain the discharge

between the electrodes. Therefore the electric field drops drastically in

the region of the discharge causing it to extinguish. Glass RPCs can han-

dle counting rates of up to about 500 Hz/m2 with a dead-time of less

than 1%. Since typical bulk resistivity of bakelite is two orders of mag-

nitude lower than that of glass, the rate capability of bakelite RPCs is

proportionately higher.

The formation of the electric signal in the RPC is essentially based

on the process of electron multiplication. Following the passage of an

ionising particle through its gas gap, a certain number of primary elec-

trons are created; they are grouped into clusters each of which is created

by a single ionisation. The n0 electrons of a given cluster are accelerated

by the electric field and start the multiplication in the gas. This process

is characterised by the parameter α (first Townsend coefficient), which

represents the number of ionisation per unit length, and by β which is
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the attachment coefficient, i.e., the number of electrons that are captured

by the gas per unit length. The parameter β becomes particularly impor-

tant in the presence of electronegative gases. If x is the distance between

the anode and the point where the cluster is produced then the number

of electrons that reach the anode will be given by [117]:

n “ n0e
ηx (1.6.1)

where, η “ α ´ β. The gain factor of the detector is defined as,

M “ n

n0
(1.6.2)

Operating regimes of the RPCs - avalanche or streamer, can be distin-

guished by the value of M . If M is greater than 108, then primary ioni-

sation will give rise to streamers with high probability. On the contrary

values of M much lower than 108 are low enough to prevent formation

of additional secondary avalanches and the simple chargemultiplication

phenomenon occurs. In this case smaller amounts of charge are created

and the detector is said to operate in avalanche mode. Transition into

streamer regime by a RPC designed to operate in the avalanche mode is

often a severe problem to deal with.

Y. N. Pestov suggested that a planar detector with resistive elec-

trodes can be modelled as a set of discharge cells which to the first order

can be considered independent of each other. The simple expression of

the capacitance of a planar condenser leads to the result that the area of

such cells is proportional to the total average charge Q that is produced
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in the gas gap [109]:

S “ Qd

ǫ0V
(1.6.3)

where, d is the gap thickness and V is the voltage applied to the elec-

trodes. This expression explains the important role played by the pa-

rameter Q in the maximum detection rate that a RPC is capable to sus-

tain efficiently: the smaller the value of Q, the smaller the surface of the

discharge cells and therefore the higher the rate capability. The aver-

age charge produced in the gas gap for a RPC operating in the streamer

mode is about 100 pC, while in the avalanche mode the value is about

1 pC. Operation in the avalanche mode requires, however sophisticated

front-end electronics. Indeed the basic idea in this mode is to transfer a

large fraction of the gain factor characterising the streamer regime from

the gas gap to the front-end electronics. The latter must provide large

amplification factors and at the same time a large bandwidth in order

not to spoil the detector intrinsic time resolution.

More detailed discussion on RPCs, specially development of glass

RPCs at Tata Institute of Fundamental Research (TIFR), Mumbai, is pre-

sented in ref. [118].

1.7 Scope of this thesis

Successful completion of designing, building and characterising large

size glass RPCs have been done and reported in ref. [118]. During this

study, a prototype stack of 1ˆ 1m2 with 12 layers was built to check RPC

performance over a long period of time. This prototype stack is func-

tioning continuously for last 6 years. It is used today as cosmic ray test
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stand not only to characterise new detectors but also to validate various

electronic circuitry which are planned for the ICAL detector. This detec-

tor development work is further continued using this prototype stack

to study in detail various operational parameters of the RPCs. Detailed

study of muon tracking efficiencies by RPCs, its performance to mea-

sure muon flux on the Earth’s surface, detailed study of time resolutions

of the RPCs along with a scheme for time calibration for each RPC was

taken up and is reported in the first part (Part I: Chapter 2 –Chapter 5)

of the thesis. These calibrations are then used to study the cosmic muon

flux on the Earth’s surface and their directionality in the prototype RPC

stack at TIFR. Such cosmic muons form major background to the study

of atmospheric neutrinos which is the main focus of ICAL.

Atmospheric neutrinos containmostlymuon-type pνµ, ν̄µq and electron-

type pνe, ν̄eq neutrinos. At sufficiently long distances, oscillations of

muon-type neutrinos to tau-type neutrinos pντ or ν̄τq are dominant due

to the large relevant mixing angle, θ23. The recent confirmation of large

value of θ13 also enhances oscillations of electron-type neutrinos to tau-

type neutrinos. Hence tau neutrinos (and anti-neutrinos) are expected

to be copiously produced when atmospheric neutrinos pass through the

Earth and reach the detector. These tau neutrinos pντ{ν̄τq will undergo

charged-current (CC) interactions, while interacting with the target ma-

terial of the ICAL detector, to produce charged tau leptons (τ¯) in the

detector. These tau leptons pτ¯q can decay into muons (µ¯), and thus

contaminate the direct muon signal arising from direct CC interactions

of muon neutrinos with the detector. Moreover, decays of taus to elec-

trons and hadrons contaminate as well neutral current (NC) sample of
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atmosphere neutrinos. In the precision study of neutrino oscillation pa-

rameters, effects of any contaminated signal to the main signal can cru-

cially alter the result. In view of that, a detailed study of tau decays to

hadrons are reported in the second part (Part II: Chapter 6 –Chapter 9)

of the thesis.

1.7.1 Part I : Detector R&D

First, the detector set up and the DAQ are discussed in Chapter 2. Anal-

ysis of muon tracks observed in the prototype stack at TIFR is presented

in Chapter 3 followed by a Monte Carlo (MC) analysis and muon flux

measurement. A brief summary of cosmic muon flux measurement and

comparison with the present result is discussed in Chapter 4. Analysis

of muon timing data and the directionality study are discussed in Chap-

ter 5 and the directionality measurement is further reproduced using a

MC analysis.

1.7.2 Part II : Physics simulation study

A brief discussion about the atmospheric neutrino flux is given in Chap-

ter 6. Three-flavour neutrino oscillations along with necessary details

are also discussed in this chapter. The neutrino-nucleon charge cur-

rent cross section and necessary kinematics are discussed in Chapter 7.

The estimation of number of tau events in the ICAL detector, decay of

tau leptons to lighter leptons or hadrons are discussed in Chapter 8.

A preliminary MC event generator for the tau events is presented in

Chapter 9. Expectation of tau induced hadrons over the neutral current

hadron sample is also analysed in this chapter and the phenomenologi-

cal results are mentioned.
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1.8 Chapter summary

First, a brief history of the particle physics along with the highlights of

the neutrino experiments over the decade is discussed. Global picture

of the neutrino oscillation as of today is then discussed. Potentiality of

the ICAL detector to perform a precise measurement of the neutrino os-

cillation parameters and consequently requirements of the detector are

discussed with necessary details. A brief summary of the particle detec-

tors, mainly gaseous particle detectors and specially the Resistive Plate

Chambers are discussed afterwards. Scope of the present thesis is then

highlighted along with the future outlook.
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2 Detector set up and the DAQ

2.1 The prototype stack

The prototype stack (as shown in Figure 2.1) used in this study con-

sists of 12 layers of glass RPCs of 1ˆ 1 m2 in area. The layers are la-

belled serially from 0 (bottom) to 11 (top). Each RPC has two readout

planes, labelled as X and Y, located on either side of it. Each plane has

(a) 3D-view

A

BC

DE

Layer 0

Layer 11

16 cm

(b) 2D-view

Figure 2.1. Elevation of the prototype stack in two dimensional (2D) and three dimensional
(3D) view. An RPC layer is shown with a zoomed view in 2.1b. Different materials are marked
by A, B, C etc. Details are given in Table 2.1.

32 strips with strips in the X plane being orthogonal to strips in the Y

plane. The width of the strips is 2.8 cm and the gap between adjacent
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strips is 0.2 cm. The layers are stacked on top of each other, separated

by a distance of 16 cm, thus resulting in a total stack height of 176 cm.

Different materials which a muon has to traverse to generate the trig-

ger are shown in Figure 2.1b. Thickness and densities of these mate-

rials are listed in Table 2.1. Total material thickness traversed by the

Table 2.1. Material details.

Material Type Material Name Material Thickness Material Density
(cm) pg cm´3q [125]

A Roof/Concrete „ 45.0 2.3

B Signal pick-up/ Polyethelene 0.5 0.94

C Glass 0.3 2.4

D Aluminium tray 0.5 2.699

E RPC gas gap 0.2 „ 10´3

vertically incident muon from the building’s roof down to the second

layer is about 141 g cm´2. Energy loss for about 1 GeV/c muon is about

2 MeV per g cm´2 which makes minimummomentum cut off in the ver-

tical direction to be about 280 MeV neglecting energy losses in the gas

inside the RPC and in the air. Thanks to the good mechanical accuracy

and by using alignment corrections derived by muon tracks, an over-

all position accuracy better than 1 mm is obtained (section 3.1.6). The

RPCs are operated in avalanche mode with tracking efficiencies at the

central region of p95 ˘ 2q% at an applied voltage of 9.9 kV (˘ 4.95 kV)

(section 3.1.8). The time resolution of these chambers is p1.2 ˘ 0.2q ns
(section 5.1.3). The flow of signals from the RPCs to the modules in the

VME crate is shown in Figure 2.2. Brief description for each stage is

given in the following sections.
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Figure 2.2. The data flow from the individual strips to the back-end VME DAQ system. The
negative going pulses are only shown, whereas positive going pulses are also processed by
similar electronics. The level-0 trigger signals are generated in stage 3 and the fold signals are
generated in stage 4. The 1-fold trigger signal is used for timing measurements as discussed.

2.1.1 RPC

These are float glass RPCs of size 1ˆ 1 m2. Glass thickness is 3 mm

and the gap between two electrodes is 2 mm. Continuous flow of gas

mixture, which is the active medium for the ionisation, is maintained

using an open loop based gas recirculation system. A gas mixture of

R134a, Isobutane and SF6 in a proportion of 95.15%, 4.51% and 0.34%

respectively are used to operate these RPCs in avalanche mode. High

voltage (HV) region is chosen middle of the plateau region (HV vs. ef-

ficiency curve). Out of 12 layers, one layer is made of Italian glass

where saturation region with respect to the detector HV is achieved at

lower voltage compared to the other layers which are made of Indian

Asahi float glass. Based on this consideration, the Italian RPC is main-

tained at 9.5 kV (˘ 4.75 kV) whereas Asahi RPCs are operated at 9.9 kV

(˘ 4.95 kV). Chamber current drawn by these chambers, on an average,

is 30 – 50 nA. The surface resistivity of the graphite coating is maintained

around 1 MΩ{l. This particular value is chosen in such a way that the

bias voltage can be applied on these coats and also to render it transpar-
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ent to electric pulses generated by the charge displacement in the gas

gap. Plastic honeycomb panels of 5 mm in thickness, laminated on one

side by 100 µm thick aluminium sheet and other side by 50 µm thick

copper sheet, are finally used for the electronic signal pick up. Read-

out strips of 28 mm width are realised by machining 2 mm wide gaps

on the copper sheet at 30 mm pitch. Aluminium side acts as the sig-

nal reference layer/ground surface. These honeycomb panels provide a

goodmechanical support and its characteristic impedance is 50Ω, which

matches well with the front end electronics, i.e., the pre-amplifiers. They

are placed on top and bottom such away that copper strips face graphite

coating. Mylar sheets of thickness 50 µm are inserted between copper

strips and graphite coating for insulation.

2.1.2 Pre-Amplifier

In avalanche mode of operation, typical signal from RPC across a 50 Ω

load is in the range 0.5 – 2.0 mV and rise time of about 1 ns. Hence,

high speed and low noise pre-amplification are required before further

processing by the front end electronics. Signal from each RPC strip is

being extracted by terminating the far-end of the strip by a 50 Ω resistor

and connecting the near-end to a 8-in-1 two-stage Hybrid Micro Cir-

cuits (HMC) based high speed high gain voltage pre-amplifiers. Two

types of first stage HMCs (P1 in Figure 2.3) - one for positive polarity

signals (BMC 1595) and other one for negative polarity of signals (BMC

1597) are used with a nominal gain of 10 and a negative polarity output

signal. The second stage HMC (BMC 1513) (P2 in Figure 2.3) provides

another stage of gain of 10 to these signals. Though the net designed
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gain is 100, on an average, a factor of 80 is achieved. In the range of

few mV to about 40 mV of the input signal, the gain is more or less

constant. Design characteristics of all HMCs are similar, such as signal

handling range (100 – 200 mV), bandwidth (350 MHz), rise time (2 ns),

power rails (˘ 6 Volt) and power dissipation (120 – 140 mW). These pre-

amplifier boards are fitted inside a galvanised iron (GI) mounting case

to improve the EMI shielding as well as grounding especially at the in-

put side of the board. The length of cables going from the pre-amplifiers

to the Analog Front End (AFE) boards are equal for all channels (1.7 m).

The characteristic impedance of these cables is also 50 Ω.

2.1.3 Analog Front End (AFE)

Each RPC has two dedicated AFEs per readout plane. Total 32 channels

from a side of RPC are equally divided between two AFEs. The AFE is

equipped with adjustable threshold (from ˘ 10mV up to ˘ 500mV) dis-

criminators and ECL output signals. Practically a threshold of (-)20 mV

is chosen based on the baseline noise. The discriminator used here is a

ultra fast dual comparator (AD96687) (C1, C2 etc., in Figure 2.3) which

accepts analog signal from pre-amplifier and gives differential ECL out-

puts. The negative logic signal goes to differential ECL driver (MC10101)

(D1, D2 etc., in Figure 2.3) which is then passed through Digital Front

End (DFE) for the monitoring purpose. The AFE also houses a primitive

trigger logic where the positive logic outputs of quadruplets of channels

(0, 8, 16, 24; 1, 9, 17, 25; 2, 10, 18, 26; etc.) are logically ORed (wire ORed)

and then passed to a ECL monoshot (MC10198) (M1, M2 etc., in Fig-

ure 2.3) where output ECL signals are shaped to 100 ns width. These are
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the level-0 trigger signals and for a RPC layer we have total eight such

signals called S0, S1, ¨ ¨ ¨ , S7. Standard ˘ 6 Volts power lines are used for

these AFEs, whereas DFEs are running with ˘ 7.5 Volts. A schematic of

signal processing from RPC strip to the end of AFE output is shown in

Figure 2.3.

0 1 2 3 4 5 6 7 8 9 121011 1314151617181920 2221 232425262728293031

RPC Strips

P1

P2

P1

P2

P1

P2

P1

P2

i/p

o/p

Diff ECL Outputs

Q

Q

+ -
Diff ECL level 0 triggerC1 C2

M1

from M2

from M3

from M4

0, 8,   16, 24 : C1, C2 : M1

1, 9,   17, 25 : C3, C4 : M2

2, 10, 18, 26 : C5, C6 : M3

3, 11, 19, 27 : C7, C8 : M4

D1 D2

+

-

Diff ECL Monitoring Output AFE 1

AFE 1

4, 12, 20, 28 : C9,   C10 : M5

5, 13, 21, 29 : C11, C12 : M6

6, 14, 22, 30 : C13, C14 : M7

7, 15, 23, 31 : C15, C16 : M8

AFE 2
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- 0.8 V

- 1.6 V

100 ns

-20 mV

Pre-amplifiers

Figure 2.3. Flow of signals from RPC strips to AFE. P1 and P2 are the 1st and 2nd stages of the
pre-amplifiers. The block AFE1 is one of the AFE boards. C1, C2, etc. are the comparators,
D1, D2, etc., are the ECL drivers and M1, M2, etc., are the monoshots. Bunching of individual
channels and their respective grouping through comparators and monoshots are also sepa-
rately mentioned in the right side adjacent small boxes.

2.1.4 Digital Front End (DFE)

The DFE board is composed of four sections:

• The Decoder unit which controls data acquisition and noise moni-

toring, uses the hand-shake signals from the Control andData Router

(CDR).
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• The Event section which handles the latching of the strip-hit infor-

mation. These latched data are flushed out serially to the CDR on

receipt of an appropriate signal from the Decoder unit.

• The Pre-trigger section which generates level-1 trigger signals from

different combinations of S0, S1, ¨ ¨ ¨ , S7 signals (viz., 1-Fold, 2-Fold, 3-
Fold, 4-Fold)1. These fold signals (LVDS output) are generated in-

side the CPLD 2 (1F, 2F, 3F, 4F in Figure 2.4) which are only moni-

tored on this board. ECL signals are preferred for timing measure-

ments as their rise times are faster compared to that of the logic sig-

nals. That is why, differential ECL level-0 signals generated in AFEs

are simply ORed together to make a ECL 1-Fold signal. The timing

measurement is made using the ECL 1-Fold signals separately from

the X and Y planes for each RPC.

• The Noise Rate Monitoring section which latches the noise rate of

the active strip or calibration signal on receipt of a clock signal from

the Decoder unit and switches over to the next strip. At the end of

the cycle (32nd strip), the cycle is reset and the monitoring continues

from the first strip. The clocking is handled by the data acquisition

(DAQ) system. Here differential ECLmonitoring signals fromAFEs

are first translated to TTL and stretched to a width of 720 ns. This

stretching is done to keep the signal line active until the trigger is

validated and data is latched.

Thesemonitoring and latching the event data are performed by the CPLD 1;

inside the CPLD 1 only the multiplexing of signals are done, while the

11-Fold = S0+ S1+ S2+ S3+ S4+ S5+ S6+ S7, 2-Fold = S0¨S1+ S1¨S2+ S2¨S3+ S3¨S4+ S4¨S5+ S5¨S6+ S6¨S7
and so on. Here, ‘ + ’ means OR and ‘ ¨ ’ means AND.
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actual counting is done by a scalar unit in the back-end VME DAQ sys-

tem. This is a 26 : 1multiplexer (MUX), wherewe use only 40 : 1, as there

are 32 strip signals, 4 fold signals and 4 fixed calibrating frequencies.
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Figure 2.4. Schematic of the DFE board. Left block shows formation of 1-fold ECL signal for
timing measurement and also four fold LVDS signals from the CPLD 2. Right block shows
latching of noise rate and event data through the CPLD 1.

2.1.5 Control and Data Router (CDR)

CDR board accepts control signals from the INO DAQ Controller board

through the address lines (A0, A1, A2 and A3) which check for board

ID etc. E/M̄ address line decides whether to latch event or monitoring

data. SOX, SOY are the latched data information and CLKX, CLKY are

their corresponding clock signals. Trigger address line carry the cosmic

muon trigger information. MO is the monitoring signal, MCLK is the

corresponding clock signal and MR is the monitoring reset signal. MR

signal is reset after reading data from 32 strips, 4 fixed frequencies and 4

fold signals. In the present configuration, one CDR board can not handle

data routing for 12 layers. Total 4 such CDR boards are there, one is

called “Master CDR” and others are called “Slave CDR”. Slave CDR
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boards only route monitoring signals as there are total 24 monitoring

signals (MO) (total 12 layers, X and Y plane) for the entire detector stack.
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CLKY
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{
to LVDS 
Scalar 

in the DAQ

from DFE 

Figure 2.5. Schematic of the CDR board.

2.1.6 Time and Trigger Router (TDR)

TTR board is used for routing the time and trigger information. 4 fold

signals from the DFE, i.e., 1-Fold, 2-Fold, 3-Fold, 4-Fold are inputs in this

board, where 1-Fold is the ECL type and others are in the LVDS for-

mat (Figure 2.6). These signals are then translated to TTL format in the

Receiver&Driver section. The conversion of these signals to TTL is re-

quired as bunching of TTL signals is easy to handle rather than differ-

ential signals. Bunching of 1-Fold signals for all layers are done and

converted to ECL and LVDS formats; ECL signals are required to record

the time in the TDC and LVDS signals are used in the Final Trigger Mod-

ule (FTM) module. Other fold signals are also bunched together, one at

a time and then translated to LVDS format. We do not need ECL format

for these signals as they are only used in the FTM which accepts LVDS

inputs.
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Figure 2.7. Schematic of the DAQ system. Module A: VME bridge, Module B: Scalar, Module
C: General Purpose board for Read-Out (R/O) and Control, in general I/O Module, Module
D: General Purpose board for Final Trigger Module (FTM), Module E: TDC. Interconnections
between the modules are also shown.

Processed signals by the front-end electronic boards are transferred

to the back-end DAQ system as Event or Monitoring data, which are

finally recorded on the basis of valid trigger.

• The Event data, i.e., the px, yq hit patterns in the layers due to the
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passage of cosmic muons, is read by an I/O Module (Customised

CAENV1495) (Module C in Figure 2.7). This I/OModule alsoman-

ages the latching of the data from the appropriate DFE boards using

the control lines in the CDR.

The timing data from each of these layers, from the TTR unit, is read

by a multi-hit TDC (CAEN V1190) (Module E in Figure 2.7).

• The Monitoring data which contains strip noise rate, the four cali-

brating fixed frequencies and fold signals, are read by a 24 bit scalar

(CAEN V830) (Module B in Figure 2.7) at regular intervals.

Muon flux measurement or their timing measurements are usually per-

formed using a 4-layers coincidence, i.e., 1-Fold signals from these layers

are ANDed to generate the trigger. This coincidence trigger also gener-

ates an interrupt via the TDC module, to read out the Event Data. The

I/O module manages the periodic read out of noise rates and also gen-

erates an interrupt via the Scalar for the same. The event interrupt is

random in nature as it is a consequence of a particle passing through the

detector satisfying the coincidence condition. The noise rate interrupt is

periodic as it samples each strip at a pre-defined frequency.

TheDAQback-end process has been designed to have amulti-threaded

structure to support concurrent execution of various jobs in a priori-

tised manner thus enabling the application to offer the advantage of a

full-fledged live analysis and plotting framework to the user. Although

POSIX (Portable Operating System Interface) threads are widely used

in C++, the QThread class offered by the Qt to implement the threads

are used here. The QThread class supports the “signal and slot” mech-
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anism making the communication between a thread and the GUI much

simpler. There are four main threads that run in the background as de-

scribed here:

• Interrupt Service Thread (IST),

• Event Thread,

• Noise Rate Monitoring Thread and the

• Event Plotting Thread.

The IST carries out the following jobs sequentially:

1. waits for an interrupt signal.

2. on receiving an interrupt, all interrupts are disabled via software.

3. identifies the source of interrupt (TDC/Scalar) by reading out the

Interrupt Vector Register.

4. acknowledges the interrupt.

5. reads data from the relevantmodules and appends them in a shared

memory and triggers either the Event Thread or the Noise Rate

Monitoring Thread.

6. enable interrupts.

The shared memory is a circular buffer which is allocated in the heap

during the initialisation phase of the program. Two shared memories

are used, one for the Event Data and another for the Noise Rate Data.

Both the Event Thread and the Noise Rate Monitor Thread are se-

mantically similar to each other in the sense that they do same job but
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on different data. As soon as the IST sends a trigger (sequence 5 of IST),

the latest data from the shared memory is appended to a file and the file

is finally saved at an appropriate moment.

The graphical display of strip hits of various layers is helpful in cases

where the detector and the electronics are being tested. The display of

the particle tracks through the detector in real-time also gives a feeling

of the status of the detector. This is accomplished in the Event Plotting

Thread. Plotting of each and every event is not desirable and therefore,

this thread is set to auto-trigger every n seconds, where n (usually 10 s)

is set by the user in the GUI. This thread runs exclusively to plot the strip

hit information in the layers. The thread reads the latest event, decodes

them and plot on the canvas. Simultaneously, the same data are sent to

a server.

Asmentioned earlier, the QThread class has been used to implement

all the threads. Each thread is scheduled for execution based on its pri-

ority. Qt offers several types of priorities which can be assigned to the

threads by the user. The IST is assigned the maximum priority as it ex-

ecutes time-critical operations. The Event Thread and the Noise Rate

Monitoring Thread are assigned normal priority as transfer of data from

the shared memory is not a time-critical operation, provided a proper

thread synchronisation mechanism is used. The plotting of events is a

process that can be safely stopped or executed at a later point of time

without hindering the data acquisition. Therefore, the Event Plotting

Thread is assigned a low priority.

The threads run at their own time scheduled by the Operating Sys-

tem. However, when a file is being accessed by one thread, for example,
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to plot the timing distribution or the noise rate distribution, another ac-

cess to the same file should be avoided. To overcome such situations,

the threads are synchronised and files are protected within Inter Process

Communication (IPC) objects called Mutex. Here again, the QMutex

class by Qt is used to implement the mutexes. The threads check the

status of the Mutex objects before writing to the file. In case the file is

being accessed by the user, the thread waits until the job is completed

and then proceeds with the writing.

2.2.1 Cosmic muon trigger

RPC time signals are used for trigger generation. Usually this in situ

trigger is formed from 4 out of 12 layers coincidence. 1-Fold time signals

(100 ns width) from each layer are used in this trigger formation. Other

options, using 2-Fold or 3-Fold options are kept through the FTM mod-

ule, but in this small prototype stack rate of a horizontal trigger is very

low and mainly vertical trigger by using 1-Fold signals are formed. The

cosmic-muon flux measurement and the directionality study of muons

are done using 1-Fold signals from layer 2, 4, 7 and 9. This particular

choice was made just to gain in the detector solid angular coverage. On

an average trigger rate of 22 Hz has been observed in this case. Tracking

efficiency measurements of RPC layers using muons were done with

different set of trigger criteria to gain in the solid angular coverage.

A schematic of the solid angular acceptance of the prototype stack is

shown in Figure 2.8. The maximum solid angle subtended by the 2nd

and 9th layer affects the corner regions of the layers in between and re-

sults in poor statistics. Different trigger criteria are therefore required
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Figure 2.8. a schematic of the detector acceptance; for a fixed point in the top trigger layer
solid angular acceptance in the bottom trigger layer is shown for a θ. An elemental area in the
bottom layer is also marked with a shaded boundary.

to get an exact 2-D efficiency map for all layers so that the solid angle

coverage is quite large and entire detector area can have good number

of events. Two different trigger criteria are thus used for tracking effi-

ciency measurements. Tracking efficiency of layers 0 to 5 are measured

when trigger is formed by the layers 7, 9, 10 and 11 and for the efficien-

cies of layers 6 to 11, layers 0, 1, 3 and 4 are used in the trigger criterion.

2.2.2 Time measurement by TDC

Formal start-stop information is not available in themulti-hit VME-TDC.

Depending on the trigger a programmable match window is opened

with an extra search and reject margins (Figure 2.9). Both the trigger

position and the match window have a jitter of 25 ns associated with

them. Hence, no absolute time measurement can be done with respect

to them. Time stamps due to muons from different layers are expected

to be inside the match window for a genuine event. So, relative time

stamps, i.e., time of a layer with respect to another layer, are used for
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any timing measurements. In general, 0th layer is used as a reference.

But during time offsets estimation or in the directionality study (Chap-

ter 5, section 5.1.3), lowest selected layer based on the muon hit selection

criteria is chosen as the reference layer. Different window settings of the

TDC are listed in Table 2.2.

Table 2.2. Different window width for the TDC.

Match WindowWidth 5 ˆ 25 ns

Extra Search Margin 1 ˆ 25 ns

Window Offset ´6 ˆ 25 ns

Reject Margin 1 ˆ 25 ns

Lead Time Resolution 100 ps

Pulse Width Resolution 100 ps

Dead time between hits 5 ns

Maximum hit per event No limit

Edge LSB 100 ps

Readout FIFO Size 16 words

t

Trigger Input

Reject Latency

Window Offset (programmable)

Search Window

Match Window Width (programmable)
Reject
Margin

(programmable)

Extra Search
Margin

(programmable)Hits

Figure 2.9. Schematic of time stamps in the multi-hit TDC.

2.3 Chapter summary

Experimental set up of the 12 layers 1 ˆ 1m2 prototype stack, brief dis-

cussion on individual detector components and basic building blocks of
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the front-end electronics are discussed in this chapter. An overview of

the DAQ system and its functionality are given here. Necessity for the

different cosmic muon triggers and how they are formed are explained

in this chapter. Brief discussion about the timing measurement by the

TDC is also discussed, which also explains the relevance of the relative

time measurement with respect to other layers for any timing data anal-

ysis.
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3
Analysis of muon trajectory -

Data and Monte-Carlo

3.1 Data

Cosmic muons leave behind its information as strip hits in the RPCs and

its time of arrival. The trigger condition is in situ here as described in

the section 2.2.1. Judicious selection criteria is thus necessary to choose

good events over the background noise. In this chapter, selection criteria

for muon hits and the track reconstruction procedure are described.

3.1.1 Strip hit profile

Cosmic muons arrive from all directions at the top of the detector stack.

RPC strips are fired due to the passage of these muons. So, the strip

hit distribution for a layer is expected to be uniformly distributed. In

practice, a sinusoidal shape is observed as strips at the edges have less

events than those at middle. This particular behaviour is due to in situ

trigger condition. Usually, a top and bottom layers are present in the

trigger formation and due to this geometry solid angular coverage is

restricted for in between layers. The strip hit distributions for each layer

is fitted using eq. 3.1.1.

y “ p0 ` p1 ˆ x ` p2 ˆ sin
´

π
x

32

¯

(3.1.1)
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where, x is the strip number and varies from 0 to 31. The linear term,

pp1 ˆ xq, was initially used due to an observed slope in frequency be-

tween the 0th and the 31st strip for some particular event samples. Later

on, this nature is no more observed and in the present analysis this term

is not being used. In the argument of the sine function,
`

x
32

˘

, is required

which defines the sine function from 0 to π as there are 32 strips in a

layer. Strip hit profile and their fitting with eq. 3.1.1 are shown in Fig-

ure 3.1. A strip is rejected if its counting rate is larger than 80% of the

fitted value (y) and not being considered for further analysis.

3.1.2 Raw occupancy

The px, yq hits are filled in a 2-D histogram for each layer to check func-

tioning of the detector over its entire region. This includes also the noise

hits. It is seen from Figure 3.2 that at some places event statistics is

low which is due to inefficiency of the detector at that particular regions

and/or trigger criteria. Some bands show higher counting which is due

to noise hits.

3.1.3 Layer multiplicity and hit selection

The primary ionisation inside the RPC gas gap and flow of the charged

particles towards their respective electrodes produce signals in the read

out strips. The principle of signal induction by moving charges to the

respective electrodes are relevant here to discuss. A detail discussion in

this context is given in ref. [122]. A point charge q in the presence of a

grounded metal plate induces a charge on the metal surface. This sur-

face charge can be is calculated by using the Poisson equation for the

potential φ with a point charge q at z “ z0, where z0 is the distance of
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Figure 3.1. Relative distributions of the strip hit profile and their fitting. All the distributions
are normalised with respect to the total number of events acquired.

the charge from the metal plate and the boundary condition that φ “ 0

at z “ 0. Using Gauss’s law pE “ ´∇φq surface charge density σpx, yq
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Figure 3.2. Raw occupancy profile for all layers. Distributions are normalised with respect to
the total number of events acquired.

can be calculated. The total charge induced on the surface of the metal

plate is obtained as ´q by integrating the σpx, yq over the plate surface

where the limits are ´8 to `8 for the x and y. Due to this simplicity

of the problem we use the method of mirror charge situated opposite

to the surface at the same distance z0. In case of large plate dimensions

compared to the distance of the charge from the plate, total charge in-

duced on the plate is independent of the distance of the charge from the

plate. But, let us imagine that the metal surface is segmented into strips

of width w and each of the strips being grounded. Now, if we want to

find the induced charge on the central strip, surface charge density is

now has to be integrated over the strip width (
şw{2

´w{2 dx) whereas the y

can be still integrated from ´8 to `8. In this case induced charge is de-

pends on the distance z0 of the point charge q from the metal surface. If

54



CHAPTER 3. ANALYSIS OF MUON TRAJECTORY - DATA AND MONTE-CARLO 3.1. DATA

the charge starts moving to the electrode, time derivative of the instan-

taneous charge is defined as the induced current which flows between

the electrode and ground.

Now, drift velocity of electrons is faster than ions. But current pro-

duced in the respective electrodes in the RPC happens at the same time.

Though the basic principle of the induced current due to amoving charge

in the metal electrode with respect to the ground is what we have dis-

cussed before, it is more realistic to understand this induced current de-

velopment in the electrodes due to the change in the electric field lines

due to the motion of the electrons inside the gas gap. Technically, it

is known as Ramo’s theorem [123]. A detail discussion on the signal

production in the context of RPC using the Ramo’s theorem is given in

ref. [111]. Due to the small drift velocity of ions than electrons current

induced by them is smaller than electrons. The induced current sig-

nal of Nptq charge carriers in a cluster that is moving with the velocity

~vDptq “ ~9xptq at time t is given by [123, 124]

iptq “ ~Ewp~xptqq ¨ ~vDptq e0Nptq, (3.1.2)

where, e0 is the unit charge and ~Ew is the electric field in the gas gap if

we put one RPC read out strip on 1 V and ground all other electrodes.

The value ~Ew is called the weighting field, and it is different from the ac-

tual electric field. A schematic plot of the weighting field and the signal

induction process is given in Figure 3.3. For ncl clusters moving in the
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gas gap of a RPC, the induced current signal is the sum over all clusters

iptq “
ncl
ÿ

j“1

~Ewp~xjptqq ¨ ~vDjptq e0Njptq . (3.1.3)

Figure 3.3. A schematic plot of the weighting field in a strip detector and the signal induction
process in two examples. The induced current is calculated using the scalar product of the
weighting field vector and the velocity vector(s) of the moving charges.

Primary ionisation takes place within a very small area 0.1 cm2 in-

side the gas chamber. And the gap between two electrodes is also very

small, 0.2 cm. Compared to these dimensions, area of a strip pixel, i.e.,

overlap area between the X and Y strip, is about 100 times larger. Hence,

only single multiplicity in RPC strips are expected as we understand the

signal induction process. But there are many other physical factors due

to which higher multiplicity is observed in RPC. One of the reasons is

the production of secondary avalanche due to photons inside the gas

gap. But using isobutane in the gas mixture this possibility is get re-

duced. It may also happen that the surface resistivity due to graphite

coating is not exactly uniform over the electrode surface. If the resistiv-
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ity is less near the signal production region induction effect may spread

over a broader region which can produce multiple strip hits. Moreover,

cross talks between two adjacent RPC read out strips may also produce

higher multiplicities. When a high frequency signal is passing through

a RPC read out strip, which is basically a transmission line, it induces

signal to the neighbouring transmission lines. Sometimes, muon pass in

between two strips, where ultimate signal induction produce signals in

both the strips. Except these, every RPC strip shares common electrical

ground and if the net current is high then it may induce signals also in

the adjoining strips. A typical nature of layer multiplicity is shown in

Figure 3.4. Though the peak of each distribution is around one or two, a

long tail exists due to all strip hits in a layer which is due to correlated

electronic noise of that layer.

Layers like 2, 9 have maximum occurrence of single multiplicity,

whereas, layer 0, 11 havemissing hits as there is a large number of events

at the 0th bin and layers 4, 6, 7 showmaximum times two strip hits. Lay-

ers 0, 1, 10 and 11 have more missing hits than others as they are either

below of the bottom trigger layer or above the top trigger layer which

put them outside the solid angular coverage for large anglemuon tracks.

On an average, the frequency of hit multiplicities in a true muon

trigger event is 48%, 34% and 16% for single, double and triple occur-

rence respectively, with an average strip multiplicity of 1.6. In order to

select muon hits, either one strip hit or consecutive two or three strip

hits in a layer are chosen. Average of strip positions are considered, in

case of two or three multiplicities, during muon track reconstruction.
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Figure 3.4. Relative distributions of layer hit multiplicities for X and Y-view. Distributions are
normalised with respect to the total number of events acquired.
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3.1.4 Muon track reconstruction

Muon tracks are linear here as magnetic field is absent. Sometimes soft

particles (low energy pions, electrons etc.) may also produce tracks, but

they are confined within 2 or 3 layers and chance of getting these tracks

or multiple muon tracks in this stack is very small. Even if such track

is present, due to the above mentioned event selection criteria those are

neglected. A typical event display of a good event and a noisy event is

shown in Figure 3.5.

(a) Noisy Event

Strip
0 5 10 15 20 25 30

La
ye

r

0

2

4

6

8

10

(b) Good Event

Figure 3.5. 3.5a shows a typical noisy event and 3.5b shows a good event. The solid squares are
the hits and the crosses are points from the straight line fit made using the algorithm discussed
in the text.

3.1.5 Track fitting algorithm

Selected strips in the X-view and the Y-view are fitted separately with

Least Square method of linear fitting (eq. 3.1.4),

xp{yq “ a ˆ z ` b (3.1.4)
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where, x or y are the respective coordinates of strip/hit from the X-view

or Y-view respectively for the z-th layer, a is the slope and b is the inter-

cept. The error matrix of the linear fitting is defined as,

1

D

¨

˝

rz2s ´rzs
´rzs r1s

˛

‚ (3.1.5)

where, the quantities in square brackets and the determinantD are given

by,

rχs “
n

ÿ

i“1

χi

σ2
i

,

D “ rz2sr1s ´ rzsrzs. (3.1.6)

In eq. 3.1.6, n is the total number of data points used in the fitting and σi

is the uncertainty in the y-coordinate for X-view (and vice versa) which

is later on defined as σpos. The fit point (x1 or y1) is then estimated per

layer along with the estimation error (σx orσy).

σ2
x “ z2σ2

b ` 2z covpa, bq ` σ2
a (3.1.7)

where,

σ2
a “ rz2s

D
, σ2

b “ r1s
D
,

covpa, bq “ ´rzs
D

. (3.1.8)

The distribution of σx{pyq for all the layers are shown in Figure 3.6. Vari-

ation in error for the extrapolation either for bottom or top layers are

seen larger than in between middle layers. This phenomenon is com-
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mon in any kind of polynomial fitting where larger extrapolation errors

are expected at edges than the middle confined points. A hit is rejected
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Figure 3.6. Extrapolation error of the strip hit for each layer for the both the views are shown.
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if |∆R| ą one strip pitch, where ∆R is the residual defined as the differ-

ence between a hit and fit position (∆R “ xp{yq ´ x1p{y1q), and another

fit is made for the same event with remaining hit points. It was observed

that after the second trial hardly („ 0.001%) any data point get rejected

due to the above mentioned condition. Normally, a hit is rejected after

the first trial only due to outliers. To avoid a bias in the determination of

the layer residual, the calibrating layer is excluded from the fitting and

its residual (∆R) is obtained. This procedure is followed by excluding

one layer at a time and the residuals for all 12 layers are estimated.

3.1.6 Position residue

Thanks to the good mechanical accuracy and by using alignment correc-

tions derived by muon tracks, an overall position accuracy better than

1 mm is obtained. Typical position residue distributions are shown in

Figure 3.7a. Mean of the position residue distributions are used as po-

sition offsets for a layer, which is shown in Figure 3.7b along with their

RMS values. Quoted numbers in the Figure 3.7 are from the Gaussian

fit to the individual distributions. Statistical error to the mean and RMS

to these distributions are very small, about 10´6, and not shown in the

figures.

3.1.7 Position resolution and the χ2 definition

Muon hits in the RPC strips are read by the strip number. So, any real

position on the strip is equally probable through which the muon has

passed and this impulses to consider position resolution, σpos, as 1{
?
12

(in strip unit). Perfect selection of the σpos is reflected in the reduced

χ2 distribution. An overestimation in the σpos shifts the peak towards
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Figure 3.7. 3.7a shows typical position residue distributions, before (dotted blue line) and after
correction (continuous black line) and their Gaussian fit for the layers 5 and 6 (X-view). The
mean and RMS values of these position residue distributions for both the views are shown in
3.7b.

lower side from 1 and vice versa. RMS values of the position residual

distributions are thus used as σpos for individual layers instead of hav-

ing a constant value. In contrary to the previous section, all the selected

layers are present in fitting while determining the position residuals for

each layer. This particular choice is followed, because combined fitting
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of the data of all selected layers are later on used for physics analysis,

like muon flux measurement or the directionality study etc. Position

residual distributions for three cases of multiplicities for the X-view are

shown in Figure 3.7. Average of RMS values over all the layers for each

case is defined as σpos, which is 0.184, 0.185 and 0.273 (in strip units) for

single, double and triple hit multiplicities respectively. This selection of

σpos improves the mean of the reduced χ2 distribution of the track fit-

ting as shown in Figure 3.8, where two cases are mentioned, a constant

σpos “ 1{
?
12 and the used variable σpos for different cases of multiplic-

ities. On an average, RMS values of the position residual distributions

(Figure 3.7), including all three cases of multiplicities, appear to be about

1{
?
12.

Tracks to be used in the analysis were required to have hits in both

X and Y views and at least two degrees of freedom (ndf = N ´ 2 ą 2, N

being the number of layers used in the fit). We also require a good fit by

asking χ2{ndf ă 2 in both views.

3.1.8 Trigger and tracking efficiency

Selected muon events based on the reduced χ2 and ndf quality crite-

ria are used to determine trigger and tracking efficiencies for all layers.

Separate trigger criteria are essential here than the normal trigger crite-

ria used to trackmuons (discussed in section 2.2.1). This separate trigger

helps to gain in the solid angular coverage so that entire detector is well

inside it and each portion of the detector should have enough events.

Layers 0, 1, 3 and 4 are used in trigger formation to get efficiencies for

layer 6 to 11 and layers 7, 8, 10 and 11 are used to get efficiencies for
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Figure 3.8. Residual distributions (X-view) for different cases of multiplicities.

other layers. Data from these two different trigger schemes are analysed

in the same way as described above. Apart from the fitting procedure
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Figure 3.7. Contd.. Residual distributions (X-view) for different cases of multiplicities.
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Figure 3.8. Comparison of reduced χ2 distributions with constant σpos and variable σpos.

and event selection criteria after track fit, as discussed above, additional

selection criteria (X and Y-view together) is used to minimise the error

in fit and to get a better 2-D efficiency map.

• Error on extrapolated/interpolated x{y position (σx{y) should be ă
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0.2.

• The deviation (δ) of a fit point from the mid point of a strip is calcu-

lated.

• A fit point is accepted if |δ| ` σx{y ă R1, where R1 is equal to 1.25

of the strip pitch. This additional quarter width of a strip is added

in the search window to ensure averaged raw muon hit in case of

triple multiplicity are within it. Accepted fit points per pixel per

layer are filled in a 2-D histogram, say hTotal.

• More than one strip in a trigger layer may have hits and that also

will produce trigger. But during the track fitting, hits from this layer

may be rejected. So, to get 2-D trigger efficiency map, the difference

between a fit point and the actual strip hit recorded in data is es-

timated and accepted if deviation is within R1 . This broader win-

dow is chosen since maximum of three consecutive strip hits are

accepted as a muon signal from a RPC.

Fit points are accepted in a layer if any strip of that layer has signal

and then accepted fit points are filled pixel-wise, i.e., correspond-

ing to the particular px, y coordinate, for each layer in another 2-D

histogram, say hTrig and division of hTrig by hTotal gives 2-D trigger

efficiency profile for all layers.

• The residual (∆R) is consideredwithin a strip pitch for tracking effi-

ciency measurements. Accepted fit points are then filled in another

2-D histogram (say hEffi). Division of hEffi by hTotal similarly gives

2-D tracking efficiency profiles.
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Strip multiplicity is stored as a function of extrapolated muon trajectory

in a strip (i.e., δ) for each layer for both the views as shown in Figure 3.9.

In case of zero multiplicity or multiplicity higher than three the δ value

is equally probable within the strip. The occurrence of these cases are

less as we see most of the times single or double multiplicities in a layer.

Due to inefficiencies in the layers 1, 2, 4, 11 etc. in the X-view we see

occurrence of zero multiplicity than the other layers. In case of consec-

utive three strip hits, average hit position appears at the middle of the

central strip. So, δ value is equally probable on either side of the central

position of the central strip. This behaviour is visible for layers 6, 7, 10

in the X-view data. For single strip hit, there is no averaging involved

in the strip position and hence, δ value is expected to be peaked around

central position of the strip as shown for all the layers in both the views.

In case of consecutive two strip hits, the average position appears at the

edge of both strips which make δ to be peaked around the either edge

of the strip depending on either left or right with respect to the central

position of a strip. The 2-D tracking efficiency profiles for all the layers

are shown in Figure 3.10.

3.1.9 Iterative process

To align all detectors and to have better estimate of all tracking efficien-

cies, this fitting process is repeated iteratively, i.e., from section 3.1.4 to

section 3.1.8, where residuals are corrected and updated in each itera-

tion. After 4 – 5 iterations, no appreciable change is noticed in the mean

and RMS of the residual distributions. The fit parameters of the last it-

eration are considered for the following analysis.
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Figure 3.9. Strip multiplicity as a function of extrapolated muon trajectory in a strip.

69



CHAPTER 3. ANALYSIS OF MUON TRAJECTORY - DATA AND MONTE-CARLO 3.2. MONTE-CARLO (MC)

3.1.10 Zenith angle distribution

Individual track fitting results from both the views are used to calculate

the zenith angle (θ) of incoming muons. The θ is defined as,

θ “ cos´1

ˆ

h

l

˙

(3.1.9)

where, h is the stack height and l is the track length between 0th and 11th

layer. The θ distribution with different quality criteria (as mentioned

below) are shown in Figure 3.11.

1. χ2{ndf ă 2 and N ą 4,

2. all trigger layers (X-view only) have raw hits,

3. all trigger layers (X-view only) data is used in the fitting,

4. data from all the trigger layers of the Y-view is used in the fitting,

5. |R| ă one strip pitch for all the trigger layers for both the views.

These quality criteria do not change the shape of the observed θ distri-

butions, but it is important in the MC analysis, where this criteria helps

to reduce the error between simulated and reconstructed zenith angle

(Figure 3.17).

3.2 Monte-Carlo (MC)

The cosmic muon analysis is also verified through aMC simulation. The

hit positions in the MC are smeared (in terms of position) and according

to the resolutions observed in real data. The track fitting and analysis of

simulated data are carried out using the same procedure applied to real

data.
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3.2.1 Generation of muon trajectory

First the impact points on the 9th layer, the top trigger layer, (x9, y9) are

generated using a uniform distribution. The direction of the track is

then fixed by the simulated zenith angle (θs) and the azimuthal angle

(φs) and the hit points for intermediate layers are obtained. The θs angle

is generated uniformly over the solid angle and φs angle uniformly over

the 0 – 2π range (eq. 3.2.1).

X “ mcosθs ` c

Y “ m1 φs ` c1 . (3.2.1)

X and Y are the uniform random numbers in eq. 3.2.1 distributed in

between 0 and 1. Constants,m, c etc. are determined here using suitable

boundary conditions, which are given by:

X “ 0 at θs “ 0 ñ c “ ´m

X “ 1 at θs “ 5π
18

ñ m “ 1

cos5π
18

´ 1

Y “ 0 atφs “ 0 ñ c1 “ 0

Y “ 1 atφs “ 2π ñ m1 “ 1 . (3.2.2)

The maximum range in θs is chosen as 50˝ as no events are observed

after that (Figure 3.11) in this particular trigger criteria (layers 2, 4, 7

and 9 are in trigger). The θs angle distribution is similar as shown in

Figure 3.11. While two adjacent layers are considered, the maximum

angle subtended by the edge of a strip on the upper layer w.r.t. to the

centre of the same strip on the lower one is „ 5.0˝ pθ1q. If the range is
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taken up to the edge of the same strip then it is „ 9.9˝ pθ2q, and if it is

up to the centre of the next strip on the lower layer then the maximum

angle becomes „ 15.4˝ pθ3q and up to the edge of that strip is „ 19.9˝ pθ4q
(Figure 3.13).

Exactly vertical tracks (θs “ 0˝) are not possible due to the solid

angular effect (sinθ dθ), but in reality we are not dealing with a point but

a pixel whose area is 3 ˆ 3 cm2. So, very few events are visible in the 1st

angular bin. And then number of events start rising from 10˝ onwards.

Again, very large angle tracks can not be detected due to the geometry

of the detector, which is constrained by the total height and the base area

of the detector. When muons pass through almost diagonally from the

top plane to the bottom plane of the detector, then φs angles are 45
˝, 135˝

etc., and in this case range of θs is maximum. Due to this fact a periodic

behaviour is observed for the φs angle with the θs angle as shown in

Figure 3.12.

3.2.2 Comparison of hits between data and MC

Hit distribution of the top trigger layer, the 9th layer, is plotted using se-

lection criteria that the fitted points in the 9th layer match with the raw

hits when the 2nd layer also has raw hits (Figure 3.14a). The symmetric

nature in the distribution is observed with respect to the centre of the

plane as expected due to the solid angular effect. Similarly, hit distribu-

tion is plotted for the bottom trigger layer, the 2nd layer when track fit

selects a raw hit in the same plane (Figure 3.14b). Asymmetry in the hit

distribution near the 0th strip corner in Figure 3.14b is observed which

is due to the detector inefficiency. Hit distributions are also plotted in
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MC for the 9th layer when 2nd layer has a hit (Figure 3.14c) and the hit

distribution itself for the 2nd layer (Figure 3.14d). A good agreement in

the hit distributions between data andMC is observed (viz., comparison

between Figures 3.14a & 3.14c and between figures 3.14b & 3.14d.)

3.2.3 Smearing effects to the generated hits

Resolutions in position measurement are first applied to the generated

hits to implement real alignment situations like in data. Hits are then

digitised and accepted within 0 to 31 as in data RPC strip hits due to

muons are read by the same numbers.

It is also observed that muon track detection efficiencies are not uni-

form over the RPC area. A hit in a layer is accepted according to a 2-D

efficiency map obtained from the data. Two approaches are followed

here. First, a uniform random number is generated and if it is less than

the observed efficiency for that particular pixel, hit is accepted. In an-

other method, it is assumed that there is a constant value along with a

slope over the deviation of the strip position from its central point. But

in practice, no appreciable change is observed between these two meth-

ods.

A further level of smearing to these hit positions is done to simu-

late the hit multiplicity effect. In a real scenario, up to three consecutive

strip hits are considered as a muon signal from the RPC. Averaging of

the strip number for multiplicity greater than one creates uncertainty

in the actual hit information. This effect is generated here using the

measured multiplicity distributions of detector layers. An assumption

is made here that the percentage occurrence of multiplicity (ǫ) in a layer
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follows linearly with the δ1 “ δ
ω
(section 3.1.8), ω is the strip width and

δ is the distance of muon position with respect to strip centre.

ǫ “ mδ1 ` c (3.2.3)

Boundary conditions are assumed as follows:

δ1 “ 0, ǫ “ 0 ñ c “ 0 ,

δ1 “ 0.5, ǫ “ 2ǫavg ñ m “ 4 .
(3.2.4)

where, ǫavg is the observed average multiplicity in data. A uniform ran-

dom number is generated (r), and if r ă ǫ the strip is shifted by an

amount ω{2 either in positive or negative direction depending on δ is

positive or negative. In case r ą ǫ, another random number is gener-

ated (r1) and if r1 is smaller than the occurrence of average three strip

multiplicities, the strip is shifted by an amount ω either in positive or

negative direction 10% of times. At the end, applied layer offsets are

again corrected.

3.2.4 Track fitting

The track fitting and analysis of these selected hits are done using the

same procedure applied to real data. 2-D efficiency profiles are also re-

generated using simulated data to compare with the used 2-D efficiency

maps from real data. The number of layer distribution used in the track

fitting is shown in Figure 3.15 for data andMC. The reduced χ2 distribu-

tion for the track fitting is shown in Figure 3.16 for data andMC. Similar

quality criteria used in data (Section 3.1.10) are also used here to have

the simulated zenith angle distribution (θs). The final θs distribution,
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i.e., after all the quality criteria, are used to estimate detector differential

aperture as described in the next section.

3.2.5 Differential aperture of the detector

The observed θs distribution provides the shape of the differential aper-

ture or the solid angular acceptance of the prototype stack. All observed

systematics in the data are included here. A proper normalisation (λ) to

this obtained θs distribution is required to get the differential aperture.

λ “ AN 1

N

ż 5π
18

0

sinθs dθs

ż 2π

0

dφs pcm2srq (3.2.5)

N is the total number of random number samples generated over the

solid angle and throughout the area A of the 9th layer and N 1 is the ac-

cepted number of events when px2, y2q are within the RPC area. The

range for θs is chosen similar to the observed θ distribution in data. The

distribution of the differential aperture (ωpθsq) is shown in Figure 3.18.

3.2.6 Muon flux measurement

Primary cosmic rays arrive isotropically at the top of the Earth’s atmo-

sphere. But muon flux observed on the Earth’s surface (i.e., at sea level)

or at a certain altitude or depth from the sea level has a zenith angular

dependence. The general distribution of themeasured flux is of the form

Ipθq “ I0cos
nθ (cm´2s´1sr´1), where I0 is defined as the vertical flux and

Ipθq, in general, is the flux at an angle θ. The exponent, n, is observed

to vary over a wide range depending upon muon cut off momentum,

latitude and altitude etc. The observed data can be parametrised by the
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following equation:

ż θ`dθ

θ

Nobspθq dθ “
ż θ`dθ

θ

I0cos
nθ ωpθq dθ (3.2.6)

where, Nobspθq shows observed number of events per second in a θ bin

and ωpθq is the differential aperture of the stack. It is to be noted that

limits of the integration in eq. 3.2.6 is shown for θ only. In this detector

set up, φ can be integrated from 0 – 2π for a certain values of θ. The φ

integration, which comes from the solid angle, is actually involved in

determination of the ωpθq distribution. As no analytical integration is

actually involved to estimate ωpθq, the dependency of φ over θ appears

in an indirect way through the selection of a hit point in the bottom

trigger layer for certain θ and φ.

The experimentally observed θ distribution of events pNobspθqq and
the ωpθsq distribution for the detector solid angular acceptance are used

to estimate statistically the best fit value for I0 and n using the χ2 min-

imisation process. The χ2 is defined as,

χ2 “
θmax
ÿ

θ“0

pNobspθq ´ I0cos
nθ ˆ ωpθqq2

Nobspθq (3.2.7)

The best fit value of n (eq. 3.2.8) gives the actual shape for the cosmic

muon angular distribution.

n “ 2.150 ˘ 0.011 (3.2.8)

While determining the shape of the muon flux distribution, θs was gen-

erated uniformly over the solid angle (eq. 3.2.1) to get the shape of the

zenith angle distribution. But to estimate I0, θs has to be generated con-
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sidering the actual cosmic ray flux distribution as obtained above, i.e.,

dN
dθs

9cos2.15θs.

I0 obtained afterwards from minimisation process needs a proper

normalisation to give the vertical flux. The normalisation factor ξ is

given by eq. 3.2.9.

ξ “ ξtrigger ˆ ξselection ˆ T ˆ λ
1

(3.2.9)

T is the total time (second) taken to record the entire data set including

DAQ dead time correction (about ms/event here). ξtrigger is a fraction of

selected events by the trigger condition to the number of incident events

on the top trigger layer
´

i.e., ξtrigger “ Ntrigger

Nincident

¯

. ξselection is a fraction of

selected events by the track reconstruction algorithm to the number of

triggered events
´

i.e., ξselection “ Nselected

Ntrigger

¯

. λ
1

is the solid angular accep-

tance factor. It differs from λ as observed cosmic muon flux distribu-

tion is taken into consideration for the solid angular acceptance part as

shown in eq. 3.2.10.

λ
1 “ AN

1

N

ż 5π
18

0

cos2.15θs sinθs dθs

ż 2π

0

dφs pcm2 srq (3.2.10)

The modification for λ to λ
1

is necessary, otherwise ξ is overestimated

and I0 becomes underestimated. The best fit value of I0 after normalisa-

tion comes out to be,

I0 “ p6.217 ˘ 0.005q ˆ 10´3 cm´2 s´1 sr´1 (3.2.11)

The experimentally observed muon flux distribution normalised by

ξ is shown in Figure 3.19.
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3.3 Chapter summary

The selection of muon hits and track reconstruction procedure is de-

scribed in this chapter. Detailed discussion on position resolution is

presented here. Tracking efficiencies of RPC layers are discussed. In-

efficiency observed in some layers is an experimental fact. Detail study

of these inefficiencies and how to overcome it is beyond the scope of

this thesis. Different experimental arrangements are already planned to

study it, both in the experimental and simulation level. Zenith angle

distribution of the observed muons are also shown with different qual-

ity criteria.

Muon data is simulated considering all observed systematics. Ef-

fects of stripmultiplicities, tracking efficiencies are considered herewhile

calculating detector differential aperture. Muon flux spectrum at sea

level are fitted and vertical flux is measured using this prototype stack.
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(b) Y-view

Figure 3.10. Tracking efficiency for all layers are shown for both the views. The regular pattern
of pixels with efficiencies of 0.8 (orange) embedded in the red regions with efficiencies of 0.9
are due to button spacers, which are put to maintain uniform gap between the two electrodes.
The continuous patch (green) along the 17th strip in X-axis of layer 1 in the X-view is due to a
dead strip and similarly for other layers but the colour may change depending on the number
of events.
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Figure 3.11. Zenith angles with all quality criteria. Any quality criterion always include previ-
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Figure 3.14. Comparison of hit distributions between data and MC for top and bottom trigger
layers.

81



CHAPTER 3. ANALYSIS OF MUON TRAJECTORY - DATA AND MONTE-CARLO 3.3. CHAPTER SUMMARY

Number  of  layers - X
4 5 6 7 8 9 10 11 12 13

R
el

at
iv

e 
fr

eq
ue

nc
y

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

0.45

0.5

 0.001±Data : Mean 11.150 

 0.001±MC   : Mean 11.160 

Number  of  layers - Y
4 5 6 7 8 9 10 11 12 13

 0.001±Data : Mean 11.000 

 0.001±MC   : Mean 11.010 

Figure 3.15. Distribution of the number of used layers in the track fit in data and MC. The
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Figure 3.18. Differential aperture of the prototype stack.
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Figure 3.19. The normalised observedmuon flux distribution along with the fitted distribution.
Difference between the observed flux and the fitted value is also shown below.
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4

A brief summary of cosmic

muon flux measurement and

comparison with the present re-

sult

Details of cosmic ray experiments over the last decade are explained

vividly in ref. [126]. The primary cosmic radiation predominantly con-

sists of protons, alpha-particles and heavier nuclei. While approaching

towards the Earth, these particles are influenced by the galactic, the in-

terplanetary, the magnetospheric and the geomagnetic magnetic fields.

The cosmic ray flux is also modulated by solar activity. It manifests an

11 year cycle and for certain effects also a 22 year cycle, and other so-

lar influences. Both cycles cause various effects on the galactic cosmic

radiation in the heliosphere.

Primary cosmic radiation is subject to interact with electrons and

nuclei of atoms and molecules that constitute the air while entering the

atmosphere. The composition of the radiation changes as it propagates

and all particles suffer energy losses through hadronic and/or electro-

magnetic processes. Incident hadrons are subject to strong interactions

with air molecules, such as nitrogen and oxygen. Above an energy of

few GeV mesons and other secondary particles are produced. The most

abundant particles emerging from energetic hadronic collisions are pi-
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ons, but kaons, hyperons, charmed particles and nucleon-antinucleon

pairs are also produced. The majority of the heavy nuclei of the pri-

mary radiation are fragmented in the first interaction that occurs at a

higher altitude than for protons, because of the much larger interaction

cross section, σi pcm2q and correspondingly shorter interactionmean free

path, λi. The σi and λi are related as

λi “ NA

A
σi pg cm´2q (4.0.1)

So, there is practically no chance for a heavy nucleus to penetrate down

to sea level. A hadron having an initial energy E0, undergoing n interac-

tions with amean inelasticity, ă k ą, will retain on an average an energy,

E, of

E “ E0 p1´ ă k ąqn . (4.0.2)

It is assumed that typically for a vertically incident high energy proton

traversing the full atmosphere down to sea level ă k ą“ 0.5 and n “ 12

which gives
E

E0

“ p0.5q12 » 2.5 ˆ 10´4. (4.0.3)

This is known as leading particle effect, where incident nucleon or antin-

ucleon retains on an average a relatively large fraction („50%) of its ini-

tial energy when emerging from a collision than any of the secondary

particles. For pions and kaons the leading particle effect is also observed

but it is less pronounced. Meson initiated interactions are in general

more inelastic than nucleon or antinucleon initiated interactions.

High energy strong interactions aswell as electromagnetic processes,

such as pair production, lead to the production of secondary particles.
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Of all the secondaries (pions, kaons, hyperons, mesons etc.) pions are

the most abundant. Unstable particles such as pions, kaons etc., decay.

The competition between decay and interaction depends on the mean

life and energy of the particles and on the density of the medium in

which they propagate. For a given particle propagating in the atmo-

sphere the respective probabilities for the two processes become a func-

tion of energy, altitude and zenith angle. Charged pions have a mean

life at rest of 2.6 ˆ 10´8 s and for neutral pions it is 8.4 ˆ 10´17 s at rest.

The interaction mean free path for charged pions is „ 120 gcm´2 in air.

At high energies their mean life is significantly extended by time dila-

tion. Mean life of muons coming from decay of pions are also short,

„ 2.2 ˆ 10´6 s. Due to time dilation, a majority of these muons survives

down to sea level. Decay probability (W ) for an unstable particle in the

vertical direction is given by,

W » m0X

ρτ0p
, (4.0.4)

and in the inclined trajectories it is enhanced by the zenith angle factor,

W » m0Xsecθ

ρτ0p
, (4.0.5)

where, m0 (GeV/c2) is the rest mass of the unstable particle, X (g cm´2)

is the thickness traversed in the atmosphere, τ0 (s) is the mean life of un-

stable particle at rest, ρ (g cm´3) is the density of the traversing medium,

θ is the zenith angle and p (GeV/c) is the momentum of the particle.

The decay probabilities for vertically downward propagating pions and

kaons in the atmosphere at a depth of 100 g cm´2 as a function of kinetic
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energy are illustrated in the ref. [126] (Chapter 1, figure 1.5) which shows

from 1 GeV to 10 GeV, W “ 1 for both the particles, pions and kaons.

After thatW falls faster in case of pions than kaons. The survival prob-

ability (S “ 1 ´ W ) of muons coming from the decay of mesons is also

given in the ref. [126] (Chapter 1, figure 1.6) for an atmospheric depth of

100 g cm´2, where it shows around 100 GeV, S “ 1 and the curve falls al-

most exponentially towards lower energy and around 1 GeV, S is equal

to 0.3.

At higher energies, mesons not only decay but also interact strongly

with the nuclei that constitute the air. Thus, in the case of pions some

decay into muons while others interact and, hence are losing energy. At

constant density the competition changes in favour of interaction with

increasing energy since time dilation reduces the probability for decay.

This trend is amplified with increasing density. These effects give rise to

a steepening of the muon spectrum relative to the pion spectrum above

a certain energy. The differential energy spectrum of the muons (jµpEq)
and for pions (jπpEq) are proportional to each other (jµpEq9jπpEq) in the

energy range of 10 to 100 GeV and jµpEq9jπpEq
`

1
E

˘

for energy greater

than 100 GeV which describes the steepening of the energy spectrum for

muons compare to pions ref. [126] (Chapter 1, figure 1.7). Charged parti-

cles undergo variety of electromagnetic interactions with the medium in

which they propagate that lead to energy losses. All known processes,

ionisation and excitation, bremsstrahlung and pair production etc., hap-

pen depending on the energy of the projectile and its mass, and on the

nature of the target.

Different observables are studied to characterise cosmic ray radia-
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tion. The directional intensity, Iipθ, φq (cm´2 s´1 sr´1), of particles of a

given kind, i, is defined as the number of particles, dNi, incident upon

an element of area, dA, per unit time, dt, within an element of solid an-

gle, dΩ. The Ii also depends on the energy, E, and at low energy on the

time, t. The directional intensity is simply termed as intensity. The ver-

tical intensity is obtained for θ “ 0˝. The flux, J1 (cm
´2 s´1), is defined as

the integrated intensity over the solid angle for the upper hemisphere.

The omnidirectional or integrated intensity, J2, is obtained by integrat-

ing the Iipθ, φq over all all angles. The zenith angle dependence of Ii is

expressed as,

Iipθq “ Iip0˝q cosniθ . (4.0.6)

The exponent for the i-th component, ni, depends on the atmosphere

depth, X g cm´2, and the energy, E, i.e., ni “ nipX,Eq.
Primary cosmic ray fluxes and spectra has a east-west asymmetry

up to energies of about 100 GeV, because of the geomagnetic field and

the positive charge excess of the primary radiation. Due to the zenith

angle dependence of the cosmic ray deep inside the atmosphere, which

goes roughly as cos2θ, this asymmetry is less pronounced at sea level.

There are other effects as well, such as azimuthal effect due to dipole

shape of the geomagnetic field, latitude effect due to geomagnetic cut-

off, longitude effect due to geomagnetic dipole axis is asymmetrically

located with respect to the Earth’s rotation axis.

Detail results of cosmic ray experiments carried out at altitudes higher

than sea level, at sea level and also at the underground are described in

ref. [126]. A brief discussion is reported here for cosmic rays at sea level.

Muon flux measurements up to 1973 had been summarised by Al-
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lkofer and Jokisch (1973). Based on the measurements by Greisen, Rossi

(1948) derived the vertical differential flux for a muon momentum of

1 GeV/c. But measurements by Allkofer et al. during 1970 show about

26% higher flux than the estimated Rossi flux. Aworldwide re-measurement

of the muon fluxes thus had been initiated during 1970 to clarify this

variation in the measurements. A complete set of vertical absolute inte-

gral fluxes of cosmic ray muons at or near sea level are given in Table

3.12 in [126]. A few of them are listed here in Table 4.1.

Table 4.1. Comparison of vertical integral fluxes of cosmic ray muons at sea level

Geomagnetic Altitude Muon Flux

Authors Latitude Pc momentum ˆ10´3

(˝N) (GV) (m) pGeV{cq pcm´2s´1sr´1q

Allkofer et al.[127] 9 14.1 S.L. ě 0.32 7.25 ˘ 0.1

Karmakar et al. 16 15.0 122 ě 0.353 8.99 ˘ 0.05

[128] ě 1.0 6.85 ˘ 0.04

Sinha & Basu[129] 12 – 30 0.27 7.3 ˘ 0.2

Gokhale[130] 19 – 124 ě 0.32 7.3 ˘ 0.1

Fukui et al.[131] 24 12.6 S.L. ě 0.34 7.35 ˘ 0.2

Present data 18 16 S.L. ě 0.287 6.217 ˘ 0.005

Rossi[132] ě50 „ 1.8 S.L. ě 0.32 8.3

Greisen[133–135] 54 1.5 S.L. ě 0.33 8.3 ˘ 0.1

Crookes & Rastin[136] 53 2.2 40 ě 0.35 9.13 ˘ 0.12

Geomagnetic cut off rigidities (Pc) for cosmic rays vary with latitude

and longitude. Variation along latitudes for a fixed longitude is seen

more than the other way around. This is due to the Earth’s magnetic

field which varies with latitude and prohibits cosmic rays with rigidity
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below that is applicable to the corresponding magnetic field, entering

the Earth’s atmosphere. The Pc is lower at places away from the equator.

That is why cosmic ray muon flux is expected to increase with latitudes

as moving away from the equator. Results from [132]–[136] agree with

this phenomenon.

At the lower latitudes, the observed muon flux is given in [127]–

[131]. The result from [128] shows higher muon flux though the lat-

itude and Pc are comparable with results from other lower latitudes.

The present result is compared with [127], [129] and [131]; the Pc for

the present site is slightly higher („ 14–27%) than the other two ([127]

and [131]). If only the Pc is considered then muon flux may appear to

be little less than the other two places. The lower momentum cut off

is similar for all four places. The present result shows „ 14 ´ 15% less

muon flux in the vertical direction than mentioned in [127] and [131].

The lower momentum cut off varies rapidly for low energy particles.

For the present detector set up lower momentum cut off is also checked

for most inclined particles and they do not differ much from the vertical

direction.

4.1 Chapter summary

Present measurement of cosmic muon intensity in the vertical direction

at sea level at lower latitude shows „14% deficit which could be due to

geomagnetic cutoff. Detector efficiencies and other fluctuations are well

considered here while estimating the differential aperture of the detec-

tor. If the tracking efficiencies at the corner region is decreased by 1%, n

increases by 1% and I0 decreases by 1.4%. The effect of misalignment of
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the detector if increased by 2 mm of Gaussian smearing, n decreases by

0.4% and I0 decreases by 1%. Dead time is negligible in the VME DAQ

system though this correction is taken into consideration while normal-

ising the vertical flux. The effect of multiple scattering is not considered

here since it is expected to be small and the data selection criteria au-

tomatically rejects any such tracks. All efficiencies/inefficiencies of the

detector are well considered in the analysis. In the present set up higher

zenith angle measurement is not possible as the set-up can not be ro-

tated. If only few layers are put in trigger to observe higher zenith angle

events, the fitting of those tracks is difficult due to the small number of

hits.

This measurement was performed for a particular time. Variation of

muon vertical intensity will be studied over a long period and at present

this study is out of scope of this thesis.
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5
Analysis of muon timing data

and the directionality study

5.1 Data

Selected events after cosmic muon track fit are used for timing analysis

(section 3.1.7). While in muon track reconstruction maximum three con-

secutive strip hits are considered, single strip multiplicity is considered

for the time delay measurement and maximum two consecutive strip

hits are taken in the directionality study. In this chapter, time delay mea-

surements using an on-line and off-line methods, and the directionality

study using corrected muon timing are discussed.

5.1.1 Measurement of the delay contributions of individual RPCs

Each stage of the electronic circuitry introduces its own delay which

should be measured to get back the correct signal time. The first stage

delay can be easily measured by knowing the muon hit position on the

strip, whereas a particular effort is required to measure delays from

stage 2 to stage 6 as shown in figure 2.2 in chapter 2.

5.1.2 Measurement with pulse generator

For preliminary studies, the calibrations were done using a pulse gen-

erator wherein a signal is simultaneously sent to two AFEs for two dif-
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ferent layers among which one is the reference and the other is to be

calibrated. A schematic of this calibration method is shown in figure 5.1.

With this method the time delay of stages 3 to 6 (figure 2.2) is measured

Figure 5.1. Schematic of the time delay measurement circuit. F’s denote fan-out of the signal
from pulse generator. ∆t denotes the time delay from AFE to TDC and ∆C is the cable delay
from pulse generator to the corresponding AFE input. Here the time delay of nth layer with
respect to the 0th layer is defined as ∆tn ´ ∆t0.

while the delays of the readout strips and pre-amplifiers are not taken

into account. The delays from RPC strips to the pre-amplifiers as well as

from pre-amplifiers to the AFE inputs are equalised for all the channels

using equal lengths of interconnecting cables. The 0th layer is chosen as

the reference to calibrate other layers and the 1st layer is chosen as the

reference to calibrate time delays for the 0th layer. In particular, signal is

given to the 31st strip of the reference layer.

Three fan-out signals from the pulse generator are connected to their

respective places; Fn to the calibrating layer, F0 to the reference layer and

Ft to trigger input of the TDC. If ∆C is the pulse propagation time from

the pulse generator fan-out to AFE and and∆t is the pulse propagation

time from AFE to the respective TDC channel, then the pulse propaga-

tion time difference between the reference layer and the calibrated layer,
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which is measured by the TDC, is given by,

∆t “ p∆tcn ´ ∆tc0q ` p∆tn ´ ∆t0q . (5.1.1)

To minimise systematic errors, the fan-out channels are swapped at the

AFE input and the measurement is repeated. The time difference is now

given by,

∆tswap “ p∆tc0 ´ ∆tcnq ` p∆tn ´ ∆t0q . (5.1.2)

The corrected time offset is thus given by,

∆toffset “ ∆tn ´ ∆t0 “ p∆t` ∆tswapq {2. (5.1.3)

The strip-wise time delays were measured following this method. Using

this method to calibrate the entire detector is cumbersome and time con-

suming. The results obtained from this measurement nonetheless give

an idea of the order of magnitude of the delays. Figure 5.2a shows the

total time delay contribution from stage 3 to stage 6 of the individual

strips (X-view) for two RPCs in the stack. A pattern is seen among strips

i, i ` 8, i ` 16 and i ` 24 due to the fact that they are in wired-OR in the

AFEs (‘ i ’ denotes here the strip number). The variation of time delay

observed here between layer 0 and layer 8 is due to the particular choice

of the reference layer. Figure 5.2b shows layer-wise time offsets between

the 31st strip of the reference layer and the 31st strip of the calibrating

layer for the X and Y-view.
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Figure 5.2. 5.2a shows time offsets for the strips of the 0th and 8th layer. 5.2b shows time offsets
for all layers with respect to the 0th layer for both the views.

5.1.3 Measurement with muon tracks

In view of the shortcomings seen in the method using the pulse gener-

ator, an alternative method is adopted using muon tracks as a source

of timing calibration. The total time delay has been divided into two

parts; the first comes from stage 1 (figure 2.2), which is due to the time

delay in the RPC strips and the other part includes the time delays due

to all electronics from stage 2 to 6. In order to measure the time delay

in RPC strips, we consider events with single hit multiplicity and plot

the time recorded in a particular RPC strip in the X-view against the Y

coordinate of the firing strip in the Y-view. A linear fitting of time vs.

hit here provides the time delay in the RPC strips which is found to be

(4.8˘ 0.2) ns/m. An approximate value of 5 ns/m is considered in the

following for the analysis. The raw TDC timing is first corrected by the

time delay due to RPC strips and then used to determine the time delays

from the stage 2 to 6 using this formula:

ti “ δ ` 1

c
li (5.1.4)
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where, ti is the relative time of ith layer with respect to the lowest layer

with a valid hit and li is the corresponding cosmic muon track length.

The only free parameter in this fitting, the intercept (δ) has to be esti-

mated using the track length, timing information from other layers as

shown in eq. 5.1.4. Initially, time offsets measurements were tried in a

similar manner like layer residual measurements, where the calibrating

layer is away and remaining selected layers are present in the fitting.

But, in case of time fitting, similar approach does not provide converg-

ing results through iterative process of fitting. In case of muon track

fitting, position uncertainty is less compared to the timing data. While

doing linear fitting considering all selected layers, we implicitly assume

timings of these layers have less uncertainty. So, difference between an

extrapolated point in the calibrating layer and the raw timing provides

the time delay for that particular strip. It is seen, after correcting these

time offsets, measurement of time slope is diverged for a large number

of iterations (more than 6). Therefore, in eq. 5.1.4, slope of the reference

line is kept fixed and only the intercept is calculated.

Signals from all 32 strips for one side of a RPC are ORed in the AFE

and DFE board which generate the final 1-Fold trigger signal for that

layer (section 2.1.3, 2.1.4 in chapter 2). This time ORing for multi-hit

layers introduces an uncertainty in the final time signal. To avoid this

uncertainty, only layers having a single strip hit is considered. To avoid

a bias in the determination of the time delays, the calibrating layer is ex-

cluded from the fitting and its time residual (∆t), the difference between

the fitted time using other layers and the recorded time, is obtained. A

constant time resolution pσtimeq equal to 1.6 ns is initially assumed in the
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fit. Timing data in any layer with∆t ą 3σtime is excluded and another fit

is performed. The probability to remove any data point after the second

iteration is negligible (ă 10´5). This procedure is followed by excluding

one layer at a time and the residuals for all 12 layers are estimated.

The strip wise residual distributions are later fitted with a Gaussian

distribution and the mean value is considered as the time delay for a

corresponding strip of a layer. RMS values of these distributions are

later on used as time resolutions for every strip instead of having a fixed

time resolution for all layers. Noisy channels1 are neglected in this time

delay calculation as well as for the directionality study (section 5.1.4).

This entire process is repeated iteratively where residual distributions of

time are corrected and updated for each strip of a layer in each iteration.

After 4 – 5 iterations, no appreciable change is noticed in the mean and

RMS of the time residual distributions. The fit parameters of the last

iteration are considered for the following analysis. Typical corrections

and resolutions for RPC strips as a function of the number of iterations

are shown in figure 5.3.

5.1.4 The measurement of directionality

Selected events after cosmic muon track fit and applying all time offsets

corrections are used for the directionality study. Moreover a strip hit

multiplicity of at most 2 consecutive strips per layer is considered in

this directionality measurement in order not to lose too much statistics2.

Due to ORing of time signals in a layer, the earlier strip signal defines

1On an average, strip rate is 50 Hz. Noisy strips show higher count rates. To remove noisy strips,
strip rate greater than 100 Hz are not used in this calculation. A strip is also neglected if the RMS of its
∆t distribution is larger than 2 ns.

2The frequency of hit multiplicities is 48%, 34% and 16% for single, double and triple occurrence
respectively, with an average hit value of 1.6.
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Figure 5.3. Variation of the mean of the strip wise time residual distributions with iteration
number is shown for all X-view strips for all RPCs.

the timing. For this reason, the strip having smaller time offset is chosen

for the strip time offset correction in case of double hit multiplicity. By

doing so we implicitly assume that the true timing for both strips is the

same. Following this procedure, three consecutive strip hits could also

be considered but this was chosen not to be appropriate since the timing

uncertainty would have increased.

Arrival times of muon tracks in each layer after the correction for

the known delays are linearly fitted:

ti “ δ1 ` m ˆ li (5.1.5)

The δ1 is different from the earlier mentioned δ in the sense that we have

one free parameter in eq. 5.1.4whereas, eq. 5.1.5 has two free parameters.

X and Y-view time data are fitted separately. After time fitting, events

are selected having at least two degrees of freedom (ndft “ Nt ´ 2 ą
2, Nt being the number of layers used in the time fit) and by asking
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χ2
t {ndft ă 2. All these selection cuts (track and time fit together) results

in acceptance of about 50% of the total acquired events.

The time fit slope m multiplied by p´1{cq is shown for the X-view

in figure 5.4. It is evident from eq. 5.1.5, that the slope (m) is negative

for down-going particles as ti ă t0. Considering the RMS of the distri-

bution (0.239 ns) and counting the number of events falling below zero

(4.2 RMS units away from the peak), we see that 0.06% of the events are

classified as up-goingmuons, which is assigned as themis-identification

rate of the muon direction.

Time Slope (-1/c)
-2 -1 0 1 2 3 4

F
re

qu
en

cy

1

10

210

310

410

510

 0.0003±Mean   1.0000 

 0.0002±RMS    0.2390 

Figure 5.4. Time slope distribution for X-view with track and time fit event selection cut. Min-
imum Nt cut greater than 4 is chosen for time fit. Dotted line is the Gaussian fit to the data
(solid line).

The distributions of the time slope multiplied by p´1{cq are shown

in figure 5.5 with different quality cuts on Nt. As the minimum accept-

able Nt is increased we observe a decrease in the RMS as reported in

Table 5.1. In this study, only the X-view timing data is shown and later

on compared with a MC analysis. Y-view timing data is not simulated
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Figure 5.5. Overlay plot with different Nt cuts of time slope for X-view is shown.

assuming its behaviour is the same as that of the X-view. There is no ev-

ident correlation between the time slope and zenith angle (θ) as shown

in figure 5.6. But, a correlation is observed between the time slope and
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Figure 5.6. Correlation between the time slope and zenith angle (θ).

azimuthal angle (φ) as shown in figure 5.7.
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Figure 5.7. Correlation between the time slope and azimuthal angle (φ).

5.1.5 Timing correlation between layers

Timing correlation between layers are studied before applying time off-

sets correction. During the first iteration, considering all accepted lay-

ers time residual is used to calculate the time covariance matrix. Muon

tracks are selected using same criteria as minimum number of layers

Ną 4 and χ2{ndf ă 2. Single strip multiplicity events are considered in

this analysis. Time residual greater than 3σtime, where σtime “ 1.6 ns, for

any layer is neglected. The covariance matrix Mp12 ˆ 12q is defined as

Mij “ 1
Nij

řNij

n“1∆ti ˆ ∆tj, where i, j “ 0, 1, 2, ¨ ¨ ¨ , 11 and Nij is the

number of accepted events for the ijth element. After the normalisation,

Mij “ Mij{
a

Mii ˆMjj

it is given by,

Mp12 ˆ 12q =
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¨

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˝

1 ´0.16 ´0.279 ´0.479 ´0.241 ´0.193 ´0.135 ´0.039 0.01 0.201 0.286 0.247

´0.16 1 ´0.108 ´0.413 ´0.192 ´0.149 ´0.059 0.014 0.053 0.176 0.277 0.208

´0.279 ´0.108 1 ´0.1 ´0.172 ´0.141 ´0.065 0.002 0.01 0.122 0.211 0.094

´0.479 ´0.413 ´0.1 1 ´0.229 ´0.201 ´0.112 ´0.089 ´0.028 0.012 0.1 0.047

´0.241 ´0.192 ´0.172 ´0.229 1 ´0.234 ´0.201 ´0.134 ´0.023 ´0.038 0.013 0.06

´0.193 ´0.149 ´0.141 ´0.201 ´0.234 1 ´0.079 ´0.201 ´0.03 ´0.118 ´0.093 ´0.056

´0.135 ´0.059 ´0.065 ´0.112 ´0.201 ´0.079 1 ´0.063 ´0.032 ´0.195 ´0.172 ´0.18

´0.039 0.014 0.002 ´0.089 ´0.134 ´0.201 ´0.063 1 ´0.013 ´0.336 ´0.297 ´0.237

0.01 0.053 0.01 ´0.028 ´0.023 ´0.03 ´0.032 ´0.013 1 ´0.127 ´0.206 ´0.054

0.201 0.176 0.122 0.012 ´0.038 ´0.118 ´0.195 ´0.336 ´0.127 1 ´0.402 ´0.437

0.286 0.277 0.211 0.1 0.013 ´0.093 ´0.172 ´0.297 ´0.206 ´0.402 1 ´0.168

0.247 0.208 0.094 0.047 0.06 ´0.056 ´0.18 ´0.237 ´0.054 ´0.437 ´0.168 1

˛

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‚

The reason for this observed correlation within nearby layers are un-

known and yet to be studied.

5.2 MC

The result on the directionality misidentification is verified through a

MC simulation. The hit positions in the MC are smeared (in terms of

position and timing) according to the resolutions observed in real data.

The track fitting and analysis of simulated data are carried out using the

same procedure applied to real data.

5.2.1 Generation of muon timings

First muon tracks are simulated as described in chapter 3.2. The simu-

lated zenith angle is generated following observed muon flux distribu-

tion (dN{dθs9cos2.15θs). Similar selection criteria, used in the data, are

used to select fitted tracks for the time analysis.
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Timing for layers are generated assumingpropagationwith the speed

of light and assigning the zero of time when the track crosses the lowest

layer with valid hit for the directionality measurement. These generated

timings data are then smeared followed by the strip-wise time residual

distributions. Time residual in different layers are expected to be un-

correlated, but in real data a correlation of residuals among different

layers is observed (section 5.1.5) and a covariance matrix is introduced.

This covariance matrix is used to smear the muon timings in all layers.

If no correlation between layers, the smearing of a data point towards

positive or negative sides has equal probability. If there is a positive cor-

relation then it is most probable timing of the next layer is shifted to the

positive side and vice versa.

If any strip (X or Y-view) is rejected in the track fit that particular

layer timing is neglected for further analysis. The different strip multi-

plicity criterion in the directionality study (maximum two consecutive

strip hits instead of three are allowed) introduces an extra inefficiency.

So, in addition to efficiency in position, a 2-D time efficiency map is also

used to select a particular strip for timing measurement.

5.2.2 Time fitting results

Timing of selected simulated events are fitted with a straight line (like

eq. 5.1.5, chapter 5) and the slope of the time fit multiplied by p´1{cq is
obtained. Event selection criteria is similar what is used in the data. The

distribution of the number of selected layers used in the time slope fit

(figure 5.8), the reduced χ2 distributions for time fitting (figure 5.9) are

shown for data and MC. There is an agreement between the time slope
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distributions of the data andMC (figure 5.10) though tails in the data are

a little larger than in the MC.
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Figure 5.8. Distribution of the number of used layers for tracks used in the time fit in data and
MC. The distributions are scaled over their respective area.
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Figure 5.9. Reduced χ2 distribution of time fitting (X-view). The distributions are scaled over
their respective area.

A comparison of the results between data and MC with statistical

errors is shown in Table 5.1. A reasonable agreement between data and

MC is obtained. Themis-identification of muon direction (MisId) in theMC is lower
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Figure 5.10. Time fit slope distribution of data and MC for Nt ą 4. The distributions are
normalised over their respective area.

Table 5.1. Comparison of the mis-identification of cosmic muon direction in data and MC. The
mean values of the time slope distributions and the RMS with statistical errors are also given.

Nt Data MC MisId
`

ˆ 10´4
˘

Mean RMS Mean RMS Data [MC]

ą 4 1.0000˘ 0.0003 0.2390˘ 0.0002 1.0000˘ 0.0002 0.2408˘ 0.0001 6.21˘ 0.30 [2.17˘ 0.12]

ą 6 1.0000˘ 0.0003 0.2306˘ 0.0002 1.0000˘ 0.0002 0.2330˘ 0.0001 2.74˘ 0.20 [2.07˘ 0.12]

ą 8 1.0000˘ 0.0002 0.2168˘ 0.0002 1.0000˘ 0.0002 0.2210˘ 0.0001 0.88˘ 0.12 [0.67˘ 0.07]

ą 10 1.0000˘ 0.0002 0.2001˘ 0.0001 1.0000˘ 0.0002 0.2050˘ 0.0001 0.18˘ 0.05 [0.08˘ 0.02]

than in the data as tails in the time slope distribution is not reproduced well enough in

the MC.

5.3 Chapter summary

Time offset correction using pulse generator and using cosmic muon timings are dis-

cussed in this chapter. Offline algorithm for time offset correction using muon timings

provides satisfactory results and it can be used in future for the main ICAL experiment.

The proposed scheme of the electronics for the ICAL experiment is different from that

used to read this prototype detector data. Each RPC in ICAL will have its own DAQ

module integrated with it. Data from each RPC will be transferred to the back-end

server on TCP/IP network. We foresee to perform the time calibration of the electron-
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ics at surface using this method. The time delays due to cables from each RPC module

to the back-end will be separately calibrated. The muon directionality is verified by

a MC simulation in the next chapter. Observed correlation among layer timings and

also between the time slope and φ angle are still have to be studied. This is currently

beyond the scope of this thesis.

The capability of the prototype detector in distinguishing between up-going and

down-going particles has been studied. The tails in the directionality distribution can

be explained from the timing fluctuations observed in the data. This has been ver-

ified through the use of a MC simulation though the magnitude of the effect is not

completely reproduced by the MC. Using eight layers, the mis-identification of muon

direction is about 9 ˆ 10´5 (Table 5.1). We expect that in the INO experiment the mis-

identification would be even lower due to the lower average muon momentum and

the aid of the tracking in the magnetic field.
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6
Formation of tau neutrinos in

the atmospheric neutrino flux

6.1 Atmospheric neutrino flux

Atmospheric neutrinos are created by the interactions of primary cosmic rays with

the nuclei in the atmosphere. Primary cosmic rays while propagating through the

atmosphere produce many secondary cosmic rays, which include all the hadrons and

their decay products, with an energy spectrum which has a peak in the GeV range

and extends to higher energy with an approximate power law. In particular, many

secondary pions are produced. Kaons are also produced at higher energies. These

pions or kaons decay mainly into muons and muon neutrinos.

π` Ñ µ` ` νµ, π´ Ñ µ´ ` ν̄µ . (6.1.1)

These muons which decay before reaching the ground generate electrons, electron neu-

trinos, and muon neutrinos through the processes

µ` Ñ e` ` νe ` ν̄µ, µ´ Ñ e´ ` ν̄e ` νµ . (6.1.2)

These neutrinos generated in these interactions are called atmospheric neutrinos. These

neutrinos have energies from about 100 MeV to about 100 GeV, and can be detected in

underground laboratories through scattering on nuclei, electrons, etc. The neutrino

fluxes (Φ) at low energies (À 1 GeV) satisfy the following ratios

Φνµ ` Φν̄µ

Φνe ` Φν̄e

» 2,
Φνµ

Φν̄µ

» 1,
Φνe

Φν̄e

» Φµ`

Φµ´

. (6.1.3)
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At higher energies (Á 1 GeV) the fraction of muons which hit the ground before de-

caying increases, leading to an increase of the flavour ratio of muon-type neutrinos to

electron-type neutrinos.

The atmospheric neutrino fluxes used here have been taken from the model by

Honda et al; details can be found in references [137] and [138]. Neutrino fluxes are

computed using a 3D-scheme considering various interaction models, such as JAM,

which is used in PHITS (Particle and Heavy-Ion Transport code System) [141] and

DPMJET-III [142]. Using this code, atmospheric muon fluxes at high energy is com-

puted and compared with the observed fluxes at sea level and mountain altitudes. Ini-

tial observed deficiencies in the calculated spectra are corrected using the “modified

DPMJET-III”, so that it reproduces observed atmospheric muon spectra with better ac-

curacy at high momenta (Á 30 GeV/c), and used in the calculation of the atmospheric

neutrino fluxes [139]. The HARP experiment has greatly improved our knowledge of

the hadronic interaction at low energies [143]. The JAM interaction model agrees a

little better than the DPMJET-III with the HARP experiment.

The scheme for calculating the atmospheric neutrino fluxes is given in references

[139, 140]. The Cartesian coordinate system is used for the 3D calculation of the atmo-

spheric neutrino fluxes, where the origin is chosen at the center of the Earth with the

Z-axis extending to the north pole, and the surface of the Earth is taken as a sphere

with a radius of Re “ 6378.18 km. For the sake of mathematical simplicity, any posi-

tion on the Earth is represented by the spherical polar coordinate system (r, θ, φ) with

r “ Re, related to the Cartesian coordinate system by

x “ Re sin θ cos φ

y “ Re sin θ sin φ

z “ Re cos θ (6.1.4)

The local coordinate system at the detector is constructed based on this polar coordi-

nate system. The direction of the X-axis is in the increasing direction of θ, the direction

of the Y-axis is in the increasing direction of φ, and the direction of the Z-axis is in

the increasing direction of r. Therefore, the azimuth angle is measured south in the

local coordinate system. In addition to the surface of the Earth, three more spheres,

112



CHAPTER 6. FORMATION OF TAU NEUTRINOS IN THE ATMOSPHERIC NEUTRINO FLUX 6.1. ATMOSPHERIC NEUTRINO FLUX

the injection sphere, the simulation sphere and the escape sphere, are considered for

calculation. The radius of the injection sphere as Rinjc “ Re ` 100 km, and the radius

of the other two spheres are considered as 10 ˆ Re to increase computation power.

Cosmic rays are sampled on the injection sphere uniformly toward the inward

direction, following the given primary cosmic ray spectra. Before they are fed to the

simulation code for the propagation in air, they are tested to determine whether they

pass the rigidity cutoff, i.e., the geo-magnetic barrier. Neutrino detectors are very small

compared to the dimension of the Earth, and are considered as infinitesimal points on

the surface of the Earth. But a finite size detector is required to compute the 3D neu-

trino fluxes. The finite size of the virtual detector introduces an error, since it averages

the neutrino flux over positions where the geomagnetic conditions are different from

the position of target detector. Error due to this virtual detector, named as “virtual

detector correction”, has been discussed in [139].

The neutrino flux computed for the Kamioka site (SuperK flux) is considered by

the INO collaboration for various physics analysis. Flux data at the INO site is also

available but still some upgrade work (mainly improvement in the sub-GeV energy

region) is in progress. A comparison between SuperK and preliminary INO flux is

shown in figure 6.1a, where sum of averaged neutrino flux over all directions are plot-

ted. Beyond 3 GeV there is no appreciable change between two fluxes where significant

change is observed in the lower energy region (ă 1GeV) due to mainly latitude effects.

The input consists of νµ , ν̄µ , νe and ν̄e spectra distributed over Eν , cos θ and φ, where

θ is the zenith angle, φ is the azimuth angle and Eν is the energy of the incoming neu-

trino. The energy range for Eν is from 0.1 GeV to 10 TeV as given in the Honda flux

[137]. The flux is falling as E´2.7
ν .

Notice that there are no primary cosmic ray interactions that produce tau-neutrinos.

They are produced due to oscillations of the other two flavours and hence are a good

signal for neutrino oscillations. Tau-neutrinos are best detected in charge-current in-

teractions with the subsequent production of the charged tau. The τ production from

ντ has a threshold of function Eν Á 3.5 GeV due to the large tau mass. The neutrino

fluxes are symmetric about cos θ for such energies (Eν ą 3.2 GeV) between the up-

and down-going directions where cos θ “ ´1 refers to the up-going neutrinos (see Fig-

ure 6.1b).
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(a)

(b)

Figure 6.1. 6.1a shows sum of averaged atmospheric neutrino flux over all directions. 6.1b
shows νµ flux variation over cos θ for different sets of Eν , where fluxes from and above 2 GeV
are multiplied with a constant factor for the comparison plot. Similar behaviour is also ob-
served in other neutrino flavours.

6.2 Neutrino oscillations

Neutrino oscillation is a quantum mechanical phenomenon proposed in the late 1950s

by Pontecorvo [50] in analogy with K0–K̄0 oscillations. The oscillations are generated

by the interference of different massive neutrinos, which are produced and detected co-

herently because of their very small mass differences. In 1962Maki, Nakagawa, Sakata

[52] considered for the first time amodel with themixing of different neutrino flavours.
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Later on, the standard theory of neutrino oscillations in the plane-wave approxima-

tion was developed in 1975-76 by Eliezer and Swift [54], Fritzsch and Minkowski [55],

Bilenky and Pontecorvo [56], and then reviewed by Bilenky and Pontecorvo in ref. [57].

We summarise the relevant results below.

In a three neutrino framework, the neutrino flavour states |ναy, α “ e, µ, τ, are

defined as linear superpositions of the neutrino mass eigenstates |νiy, i “ 1, 2, 3, with

massesmi:

|ναy “
ÿ

i

Uαi|νiy . (6.2.1)

The |ναy are the states produced in association with the charged leptons. The 3 ˆ 3

unitary matrix U may be parametrised [52] (ignoring Majorana phases, which may be

included by multiplying U by diagonal phases in addition to δCP) as

U “

¨

˚

˚

˚

˝

c12c13 s12c13 s13e
´iδCP

´c23s12 ´ s23s13c12e
iδCP c23c12 ´ s23s13s12e

iδCP s23c13

s23s12 ´ c23s13c12e
iδCP ´s23c12 ´ c23s13s12e

iδCP c23c13

˛

‹

‹

‹

‚

(6.2.2)

where, cij “ cos θij , sij “ sin θij , and δCP denotes the CP violating (Dirac) phase. The

3 ˆ 3 neutrino mass matrixM2
ν in the charged-lepton mass basis is diagonalised by U :

U :M2
νU “ diagpm2

1, m
2
2, m

2
3q . (6.2.3)

The fundamental neutrino parameters therefore are the mixing angles θij , phase δCP,

and the mass-squared differences δij ” m2
i ´ m2

j .

The time evolution of the mass eigenstates is governed by the Schrödinger equa-

tion,

|νiptqy “ e´iEit|νip0qy . (6.2.4)

Consequently the time evolution of the flavour states is given by the equation,

i
d

dt
rναs “ 1

2E
UM2

νU
:rναs . (6.2.5)

where rναs is the vector of flavour eigenstates, rναsT “ r|νey, |νµy, |ντys.
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The evolution equation in the presence of matter is given by

i
d

dt
rναs “ 1

2E

»

—

—

—

–

UM2
νU

: `

¨

˚

˚

˚

˝

A 0 0

0 0 0

0 0 0

˛

‹

‹

‹

‚

fi

ffi

ffi

ffi

fl

rναs, (6.2.6)

where the matter term A (ignoring the diagonal neutral current contribution) is given

by

A “ 2
?
2GFneE

“ 7.63 ˆ 10´5 eV2 ρpgm{ccqEpGeVq eV2
. (6.2.7)

Here, GF and ne are the Fermi constant and electron number density in matter and ρ is

the matter density. The evolution equation for anti-neutrinos has the sign of A and the

phase δCP reversed.

In general, the 3-flavour probabilities, in particular, Pµτ and Peτ of interest here,

depend on all oscillation parameters: θ12, θ23, θ13, δ21, δ32, and the CP phase δCP, as

well as the density of Earth’s matter.

Propagation of a flavour state over the time t from |ναp0qy to |ναptqy and its pro-

jection on a flavour state |νβy gives the oscillation probability amplitude and hence the

oscillation probability Pαβ pνα Ñ νβq; similarly, for the anti-neutrinos it is Pᾱβ̄ pν̄α Ñ ν̄βq.
The general expression for the Pαβ is

Pαβ “ δαβ ´ 4
ÿ

iăj

Replαβijq sin2p∆jiq ´ 2
ÿ

iăj

Implαβijq sinp2∆jiq (6.2.8)

The negative sign of the last term flips for the Pᾱβ̄. Here, lαβij “ UαiUβjU
˚
αjU

˚
βi and

∆ji “ pm2
j ´ m2

i q{p4Eq.

For the atmospheric mass squared difference, it is convenient to introduce the

scale ∆m2 instead of δ32:

∆m2 ” δ32 ` δ21{2 “ m2
3 ´ 1

2
pm2

1 ` m2
2q, (6.2.9)

so that a normal or inverted hierarchy is simply indicated by a sign (and not magni-
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tude) change in this parameter. This is an important probe of the sign of this mass-

squared difference that is still not known.

Analytically, the effect of nonuniform matter poses a problem, while, in principle,

the oscillation probabilities may be computed numerically to the requisite precision.

A Runge-Kutta solver is used to calculate the oscillation probabilities for various ener-

gies and zenith angles. The density profile of the Earth is taken from the Preliminary

Reference Earth Model (PREM) [144]. All results are obtained by numerically evolving

the flavour eigenstates through Earth’s matter. The matter density jumps at inner-

outer core and core-mantle transitions and this affects oscillation probability as well.

Details of the oscillation probabilities and its sensitivities to oscillation parameters are

discussed in [145]. Current best fit oscillation parameters are given in Table 6.1 [146].

The oscillation probabilities Pµτ and Peτ are shown in Figure 6.2 for different Eνs with

Table 6.1. Currently accepted(/used) best-fit values of oscillation parameters [146].

Parameter Best-fit value (3σ range)

sin2 θ12 0.302 (0.267 –0.344)

θ12 33.36˝ (31.09˝ –35.89˝)

sin2 θ23 0.5 (0.342 –0.667)

θ23 45.0˝ (35.8˝ –54.8˝)

sin2 θ13 0.0257 (0.0156 –0.0299)

θ13 9.217˝ (7.19˝ –9.96˝)

δCP 0 (0 –2π)

δ12 7.5 (7.0 –8.09) (ˆ10´5 eV2)

|∆m2| 2.4 (2.1 –2.6) (ˆ10´3 eV2)

cos θ.

Atmospheric tau neutrinos, which are produced in the atmosphere (i.e., not from

the oscillations), can be produced through the leptonic decay of Ds mesons produced

in the interactions of the cosmic rays with air nuclei:

ppHeq ` Aair Ñ Ds ` X

ë τ ` ντ

ë ντ ` X 1 (6.2.10)
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(a)

(b)

Figure 6.2. 6.2a shows oscillation probability, Pµτ and 6.2b shows Peτ . Notice the effect of core
crossing at around cos θ “ ´0.84 which is especially visible when Eν “ 5 GeV.

where X andX 1 are hadrons. The branching fraction of Ds Ñ τ ` ντ is about 4% [147].

The flux of atmospheric tau neutrinos is estimated to be about 106 times lower than that

of muon neutrinos and electron neutrinos [148], and is negligible for the atmospheric

neutrino oscillations and the tau neutrino appearance analyses. That is, tau neutrinos,

if they were to be observed by an atmospheric neutrino experiment, would come from

atmospheric neutrino oscillations alone.
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6.3 Chapter summary

A brief summary of unoscillated atmospheric neutrino fluxes is discussed in this chap-

ter. SuperK flux is used so far by the INO collaboration for various analysis. Beyond

Eν „ 3 GeV relevant for the tau neutrino analysis, no significant difference between

SuperK and preliminary INO flux is seen; furthermore, the fluxes are symmetric about

cos θ.

A brief summary of neutrino oscillations is discussed here. Recent global fit re-

sults on the neutrino oscillation parameters are used here. PREM profile is used to

consider Earth’s matter profile. Instead of any analytic expression, numerical based

analysis is adopted here to calculate neutrino oscillation probabilities by propagating

neutrinos from the source point to the detector. The oscillations probabilities Pµτ and

Peτ (and analogous expressions for the anti-neutrino oscillations probabilities) are rel-

evant in this analysis. Matter effect and recent results on θ13 enhances Peτ channel as

well. Sample oscillation probabilities for different neutrino energies are shown for the

best-fit values of oscillation parameters as a function of zenith angle in Figure 6.2.
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7
Neutrino-nucleon cross sec-

tions

Super-Kamiokande (SK) collaboration confirmed, from the study of the atmospheric

neutrino flux, that oscillations from νµ into ντ [149] are nearly maximal, that is, θ23 „
45˝. This has been confirmed by several beam-based neutrino oscillation experiments,

such as ICARUS[150], MINOS[151], and OPERA[152] which are proposed and cur-

rently operating.

In all experiments, τ appearance is through CC tau-neutrino interactions off a

nucleon target :

ντ pν̄τ q ` N Ñ τ´pτ`q ` X, (7.0.1)

with N “ p, n.

Several authors have calculated the τ production cross section for nucleon targets

[153–155]. In this thesis, cross section is taken from ref. [156]. Authors in ref. [156]

have studied the spin polarisation of τ produced by ντ scattering off a nucleon tar-

get. Here, spin averaged double differential cross sections in the laboratory frame are

considered. The quasi-elastic (QE) scattering, ∆ resonance (RES) production and deep

inelastic scattering (DIS) processes, which are known to give dominant contributions

in the medium and high neutrino energy region [154], are considered in this analysis.

Firstly, we define the four-momenta in the laboratory frame for the process, ντ pkq `
Nppq Ñ τ´pk1q ` Xpp1q, as k for incoming neutrino, p for target nucleon, k1 for pro-
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duced τ and p1 for the net final state hadrons.

kµ “ pEν , 0, 0, Eνq,
pµ “ pM, 0, 0, 0q,
k1µ “ pEτ , pτ sin θ, 0, pτ cos θq. (7.0.2)

Here, Eν and Eτ are the incoming neutrino and outgoing τ energies, respectively, in

the laboratory frame, M is the nucleon mass, and pτ “
a

E2
τ ´ m2

τ with the τ lepton

massmτ “ 1.78 GeV. Since the only relevant angle for the cross-section is the charged-

lepton–neutrino opening angle, the initial neutrino direction is chosen along the Z-axis

for convenience and is suitably rotated later into the actual atmospheric neutrino di-

rection. The other Lorentz invariant variables are,

Q2 “ ´q2 , qµ “ kµ ´ k1µ,

W 2
X “ pp ` qq2. (7.0.3)

Q2 is the magnitude of the momentum transfer andWX is the hadronic invariant mass.

The physical regions of these variables are given by,

M ď W ď
?
s ´ mτ ,

Q2
´pW q ď Q2 ď Q2

`pW q, (7.0.4)

where s “ pk ` pq2 and

Q2
˘pW q “ s ´ M2

2
p1 ˘ β̄q ´ 1

2

„

W 2 ` m2
τ ´ M2

s
pW 2 ´ m2

τ q


(7.0.5)

with β̄ “ λ
1

2 p1, m2
τ{s,W 2{sq and λpa, b, cq “ a2 ` b2 ` c2 ´ 2pab ` bc ` caq. The scaling

variables are defined as usual:

x “ Q2

2p ¨ q ,

y “ p ¨ q
p ¨ k “ 1 ´ Eτ

Eν

. (7.0.6)

Here x is the Bjorken variable and y is the inelasticity. The physical regions for x and y

are obtained by Albright and Jarlskog [157].
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The relevant sub-processes are defined by using the hadronic invariant massWX

and the momentum transfer Q2.

QE : WX “ M,

RES : M ` mπ ă W ă Wcut,

IS : Wcut ď W ă
?
s ´ mπ. (7.0.7)

Wcut is an artificial boundary between RES and IS (inelastic scattering) processes, to

avoid double counting. The Wcut is taken here as 1.4 GeV. Within the IS region, the

region where Q2 ě 1 GeV2 may be labelled as DIS, where the use of the parton model

can be justified.

Tensor at the lepton vertex for eq. 7.0.1 is defined as Lµν and at the hadron vertex

it isWµν . The spin averaged amplitude square gives

Lµν “ Tr
“

γµp1 ´ γ5q{kγνp1 ´ γ5q{k1‰
(7.0.8)

and the hadronic tensor is expressed in general as

Wµνpp, qq “ ´gµνW1pp ¨ q, Q2q ` pµpν

M2
W2pp ¨ q, Q2q ´ iǫµναβ

pαqβ

2M2
W3pp ¨ q, Q2q

`qµqν

M2
W4pp ¨ q, Q2q ` pµqν ` qµpν

2M2
W5pp ¨ q, Q2q, (7.0.9)

where the totally anti-symmetric tensor ǫµναβ is defined as ǫ0123 “ 1, and the struc-

ture functionsWi“1,¨¨¨ ,5pp ¨ q, Q2q can be estimated for each sub-processes. The structure

functions W4 andW5 appear only in the heavy lepton production case [157]. The con-

traction of eq. 7.0.8 with eq. 7.0.9 and using eq. 7.0.2, the expression for the double

differential cross section appears as

dσ

dEτ d cos θτ
“ G2

Fκ
2

2π

pτ

mN

„ ˆ

2W1 ` m2
τ

m2
N

W4

˙

pEτ ´ pτ cos θτ q ` W2pEτ ` pτ cos θτ q

˘W3

mN

`

EνEτ ` p2τ ´ pEν ` Eτ qpτ cos θτ
˘

´ m2
τ

mN

W5



, (7.0.10)

where GF is the Fermi constant, κ “ m2
W {pQ2 ` m2

W q is the propagator factor with the

W-boson mass (mW ) and pτ is the magnitude of the three-momentum of the charged
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lepton. The detailed expressions forWµν are taken from ref. [156] where specific struc-

ture functions are listed for QE pWQE
µν q, Res pWRES

µν q and DIS pWDIS
µν q processes. Individ-

ual interaction processes are discussed in the following sections.

7.1 QE scattering

The CC QE scattering processes are,

ντ ` n Ñ τ´ ` p,

ν̄τ ` p Ñ τ` ` n .

The hadronic tensor for these processes are written by using the weak transition cur-

rent J˘
µ [158] as follows:

WQE
µν “ cos2θc

4

ÿ

spins

J˘
µ J

˘˚
ν δpW 2

X ´ M2q, (7.1.1)

where, θc is the Cabibbo angle. The weak transition currents J`
µ and J´

µ for the ντ and

ν̄τ scattering, respectively, are defined as

J`
µ “ ūppp1qΓµpp1, pqunppq,

J´
µ “ ūnpp1qΓ̄µpp1, pqupppq , (7.1.2)

where Γµ in written1 in terms of six weak form factors of the nucleon, F V
1,2,3, FA, F

A
3

and Fp as,

Γµpp1, pq “ γµF
V
1 pq2q ` iσµαq

αξ

2M
F V
2 pq2q `

”

γµFApq2q ` qµ

M
Fppq2q

ı

γ5 . (7.1.3)

The terms F V
3 and FA

3 are dropped due to time reversal invariance and isospin sym-

metry. Moreover, the vector form factor F V
1 and F V

2 are related to the electromagnetic

1Γ̄µpp1, pq “ γ0Γ
:
µpp1, pqγ0
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form factors of nucleons under the conserved vector current hypothesis:

F V
1 pq2q “ GV

Epq2q ´ q2

4M2G
V
Mpq2q

1 ´ q2

4M2

,

ξF V
2 pq2q “ GV

Mpq2q ´ GV
Epq2q

1 ´ q2

4M2

, (7.1.4)

where,

GV
Epq2q “ 1

ˆ

1 ´ q2

M2

V

˙2
, GV

Mpq2q “ 1 ` ξ
ˆ

1 ´ q2

M2

V

˙2
, (7.1.5)

with a vector massMV “ 0.84 GeV and ξ “ µp ´ µn “ 3.706, where µp and µn are the

anomalous magnetic moments of proton and neutron, respectively. For the axial vector

form factor FA, the following parametrisation is adopted:

FApq2q “ FAp0q
´

1 ´ q2

M2

A

¯2
(7.1.6)

with an axial-vector massMA “ 1.0 GeV and FAp0q “ ´1.23 [158]. While the value of

MA has been extensively debated in the recent literature with reference to low energy

results from KamLAND andMINOS, it is not important for tau production. Parametri-

sation for the pseudo-scalar form factor Fp [158] is

Fppq2q “ 2M2 FApq2q
m2

π ´ q2
(7.1.7)

with the pion mass mπ “ 0.14 GeV. The normalisation of Fpp0q is fixed by the partially

conserved axial vector current (PCAC) hypothesis. The production cross-section and

the polarisation of τ are sensitive to Fppq2q because of the large τ mass and the spin-flip

nature of the form factor.

The eq. 7.1.1 is transformed to the initial neutrino energy (Eν) and tau energy (Eτ )

variables:

WQE
µν “ cos2 θc

2J1
pp ¨ qq

ÿ

spins

J˘
µ J

˘˚
ν δpEν ´ Eτ q .

” Θ
ÿ

spins

J˘
µ J

˘˚
ν δpEν ´ Eτ q . (7.1.8)
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where the Jacobian factor pJ1q is

J1 “ 2

ˇ

ˇ

ˇ

ˇ

EνEτ cos θτ

pτ
´ pEν ` Mq

ˇ

ˇ

ˇ

ˇ

. (7.1.9)

Using eqs. 7.1.2, 7.1.3 and 7.1.8, the final forms ofWQE
i are obtained.

W
QE
1 “ Θ

ˆ

pF V
1 ` ξF V

2 q2 ` F 2
Ap1 ` 2

M2

p ¨ q q
˙

,

W
QE
2 “ Θ

ˆ

2pF V
1 ` ξF V

2 q2 ` 2F 2
A ` 2p´ξF V

2 q2p1 ` p ¨ q
2M2

q ` 4pF V
1 ` ξF V

2 qp´ξF V
2 q

˙

M2

p ¨ q ,

W
QE
3 “ Θ

`

´4pF V
1 ` ξF V

2 qFA

˘ M2

p ¨ q ,

W
QE
4 “ Θ

ˆ

1

2
p´ξF V

2 q2p1 ` p ¨ q
2M2

q ` pF V
1 ` ξF V

2 qp´ξF V
2 q ` F 2

p pp ¨ q
M2

q ´ 2FAFp

˙

M2

p ¨ q ,

W
QE
5 “ W

QE
2 . (7.1.10)

7.2 Resonance production

Resonance processes for the CC ∆ production are

ντ ` nppq Ñ τ´ ` ∆`p∆``q,

ν̄τ ` ppnq Ñ τ` ` ∆0p∆´q .

The N˚ and the other higher resonance states are neglected due to their small contri-

butions [154, 159, 160]. Detailed discussion about the calculation ofWRES
µν and its long

expressions are given in ref. [156].

7.3 Deep Inelastic scattering

The CC DIS processes are given by,

ντ ` N Ñ τ´ ` X,

ν̄τ ` N Ñ τ` ` X .
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In the DIS region, the hadronic tensor is estimated by using the quark-parton model,

WDIS
µν pp, qq “

ÿ

q,q̄

ż

dξ

ξ
fq,q̄pξ, Q2qKpq,q̄q

µν ppq, qq. (7.3.1)

Here, pµq “ ξpµ is the four-momentum of the scattering quark, ξ is its momentum frac-

tion, and fq and fq̄ are the parton distribution function (PDF) inside a nucleon. The

CTEQ6 LO set of parton distribution functions (leading order in the αS) through the

LHAPDF [161] (version 5.8.7) interface are used in the DIS process. The quark tensor is

given in ref. [156] considering the spin average of initial quark and by summing over

the final quark spins,

Kpq,q̄q
µν ppq, qq “ δp2pq ¨ q ´ Q2 ´ m2

q1q

ˆ2
“

´gµνppq ¨ qq ` 2pqµpqν ¯ iǫµναβp
α
q q

β ` ppqµqν ` qµpqνq
‰

. (7.3.2)

The upper sign should be taken for quarks and the lower for anti-quarks. The final

quark mass (mq1) is retained for the charm quark as mc “ 1.5 GeV, but otherwise it is

set mq1 “ 0. The charm and heavier-quark distributions in the nucleon are neglected,

as well as bottom and top production cross-sections.

By neglecting the nucleon and initial quark masses consistently, the following re-

lations are obtained,

W1pp ¨ q, Q2q “ F1px,Q2q, Wi“2,¨¨¨ ,5pp ¨ q, Q2q “ M2

p ¨ qFi“2,¨¨¨ ,5px,Q2q. (7.3.3)

Here,

F1 “
ÿ

q,q̄

fq,q̄pξ, Q2q,

F2 “ 2
ÿ

q,q̄

ξfq,q̄pξ, Q2q,

F3 “ 2p
ÿ

q

fqpξ, Q2q ´
ÿ

q̄

fq̄pξ, Q2qq,

F4 “ 0,

F5 “ 2
ÿ

q,q̄

fq,q̄pξ, Q2q, (7.3.4)
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where the momentum fraction is ξ “ x for massless final quarks (mq1 “ 0), and ξ “ x{λ
with λ “ Q2{pQ2 ` m2

q1q for q1 “ c. In the mc Ñ 0 limit, the Callan-Gross relation

F2 “ 2xF1 and the Albright-Jarlskog relations F4 “ 0, 2xF5 “ F2 hold. To ensure

the positivity constraints of eq. 7.0.10, the following modification of the W1 structure

function is done ([156]):

W1 “
ˆ

1 ` ξM2

p ¨ q

˙

F1, (7.3.5)

and it is mentioned in ref. [156] that the positivity is maintained when the charm quark

mass is introduced by using the rescaling variable ξ “ x{λ.

7.4 Kinematics of the process

The threshold for the interaction, eq. 7.0.1, is given by

Emin
ν “ mτ

ˆ

1 ` mτ

2M

˙

“ 3.458GeV . (7.4.1)

In this interaction (eq. 7.0.1, 7.0.2), the available phase space is restricted for the tau

production due to the constraint on the available energy for the lepton (El): Emin ă
El ă Emax. The kinematic condition, pp ` qq2 ą M2, leads to a quadratic equation in

Eτ , paE2
τ ` bEτ ` c ą 0q which sets bound on the El and the opening angle, θτ with

respect to the initial neutrino pντ q direction.

pp ` qq2 ą M2 ñ q2 ` 2p ¨ q ą 0 (7.4.2)

And this results in,

E2
τ

ˆ

cos θ2τ ´1 ´ pM{Eνq2 ´ 2pM{Eνq
˙

` Eτ

ˆ

2M ` Mpmτ {Eνq2 ` 2M2{Eν ` m2
τ{Eν

˙

`
ˆ

´ m2
τ cos θ

2
τ ´ M2 ´ pm2

τ {4Eνq2 ´ Mm2
τ {Eν

˙

ą 0 (7.4.3)
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The real solution thus gives bound on θτ and the two roots of this equation sets limits

on Eτ .

cos θτ |min “
d

1 ` M2

E2
ν

` M

Eν

´ M2

m2
τ

´ m2
τ

4E2
ν

,

Eτ pmax,minq “ 1

2a

´

b ˘
?
b2 ´ 4ac

¯

, (7.4.4)

where,

a “ pEν ` mNq2 ´ pEν cos θτ q2 ,

b “ pEν ` mNq
`

2mNEν ` m2
τ

˘

,

c “ pmτEν cos θτ q2 `
ˆ

mNEν ` m2
τ

2

˙2

. (7.4.5)

Moreover, tau production is very much in the forward directions with respect to the

incoming neutrinos and available phase space is also restricted by the kinematics. In

the Figure 7.1, distribution of the final hadronic mass WX , (W
2
X “ pp ` qq2), is plotted

as a function of Eτ for a fixed energy of Eν “ 10 GeV. It is visible from Figure 7.1

 (GeV)τE
2 3 4 5 6 7 8 9 10

 (
G

eV
)

X
W

1

1.2

1.4

1.6

1.8

2

2.2
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 = 0ντθ
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 = 10ντθ
°

 = 20ντθ
°

 = 25ντθ

Figure 7.1. The invariant mass distributions for various opening angles for a fixed value of
Eν “ 10 GeV. Note that physically WX ě mN , the nucleon mass.

that the allowed tau energy limits for a given cos θτ correspond to the end points of the

parabola in theWX–Eτ plane. At minimum andmaximum energy points, quasi-elastic

behaviour of the interaction is also visible in Figure 7.1 as the lower limit of the WX
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corresponds to the nucleon mass.

7.5 Total cross section

The integrated cross-sections over the lepton energy and opening angle (eq. 7.0.10)

with respect to the initial neutrino energy for the DIS and Res processes along with

the QE case are shown in the Figure 7.2. It is found that at medium neutrino energies,

 (GeV)ν E
0 20 40 60 80 100

)
-2

 (
m

-4
2

 1
0

× ν 
 / 

E
σ 
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0.1
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+X-τ →+N τν

QE

RES

DIS

QE+RES+DIS

 (GeV)ν E
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0
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0.5

+X+τ →+N τν

Figure 7.2. Total cross-sections for the individual processes (QE, Res and DIS) and all together
are shown for neutrino (left panel) and anti-neutrino (right panel) interactions.

the QE contribution dominates the total cross section near the threshold, and the sum

of the QE and RES cross sections are significant throughout the neutrino energy range

and thus important in any neutrino oscillation experiments. Significance of the QE and

RES contribution ismore pronounced for the ν̄τ `N Ñ τ` `X reaction as shown in the

right panel of Figure 7.2, where the DIS contribution starts dominating the total cross

section only above Eν “ 10 GeV. Anti-neutrino nucleon cross-sections is one-third of

the neutrino nucleon cross-sections (neglecting nucleon mass) as pV ´ Aq form of the

current in the weak interaction distinguishes left handed and right handed particles.

This deficit in cross-sections for anti-neutrinos is also visible in Figure 7.2.
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7.6 Chapter summary

The general formulation of the neutrino-nucleon cross-sections is discussed in this

chapter. The general form of hadronic tensor is discussed where structure functions

are taken from ref. [156]. DIS process contribution is the major part here.
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8
The estimation of number of

tau events in the ICAL detector

We are concerned here with CC tau interactions with the detector material. In the case

of beam experiments, the direction of incoming neutrinos is chosen along the Z-axis,

whereas atmospheric neutrinos are coming from all possible directions in the detector

(while the initial flux is more or less isotropic at these energies, the tau neutrinos are

produced through neutrino oscillations that are not so). In general, four-momenta of

incoming neutrinos, target nucleon and outgoing tau-leptons in the laboratory frame

are

k “ Eνp1, sin θν cosφν , sin θν sinφν , cos θνq,
p “ pM, 0, 0, 0q,
k1 “ pEτ , |~k1| sin θτ cosφτ , |~k1| sin θτ sin φτ , |~k1| cos θτ q . (8.0.1)

In this interaction, the recoil nucleus cannot be identified experimentally and is consid-

ered along with the hadronic debris. Hence, the interaction is simplified as one particle

is coming in and two particles are going out (Figure 8.1), where the kinematics are con-

fined in a plane. Now, as the initial neutrino does not have any transverse momentum,

the transverse component of the final state momenta should also vanish. To rotate the

lab frame in to the frame where the neutrino is along the Z-axis, first, the ~k is rotated

by an angle φν about the Z-axis and then by an angle p´qθν about the Y-axis:

¨

˚

˚

˚

˝

cosp´θνq 0 sinp´θνq
0 1 0

´ sinp´θνq 0 cosp´θνq

˛

‹

‹

‹

‚

¨

˚

˚

˚

˝

cos φν sinφν 0

´ sinφν cosφν 0

0 0 1

˛

‹

‹

‹

‚

¨

˚

˚

˚

˝

sin θν cosφν

sin θν sin φν

cos θν

˛

‹

‹

‹

‚

“

¨

˚

˚

˚

˝

0

0

1

˛

‹

‹

‹

‚

(8.0.2)
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Z

X

neutrino 

lepton

hadron

Figure 8.1. Schematic of the neutrino interaction in the laboratory frame.

Similar rotations are also applied to ~k1 and it is labelled as ~k1
rotated. In the ν ´ τ frame,

the ~k1 is defined as

~k1
τν “ |k1

τν | psin θτν cosφτν , sin θτν sinφτν , cos θτνq,

which is basically equivalent of ~k1
rotated. The

~k1
rotated ” ~k1

τν gives the following relations

between the laboratory frame and the ν–τ frame.

cos θτν “ sin θν sin θτ cospφτ ´ φνq ` cos θν cos θτ

tanφτν “ sin θτ sinpφτ ´ φνq
cos θν sin θτ cospφτ ´ φνq ´ sin θν cos θτ

. (8.0.3)

The Jacobian factor from pcos θτ , φτ q to pcos θτν , φτνq is given by J which turns out to

be equal to one.

J “

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

B cos θτν
B cos θτ

B cos θτν
Bφτ

Bφτν
B cos θτ

Bφτν
Bφτ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

“ 1 . (8.0.4)

This simplifies the transition from the laboratory frame to the ν ´ τ frame for the cross

section determination.

The expected number of tau-leptons (Nτ ) in the ICAL detector (50 kton) in 5 years

exposure are obtained by integrating1 eq. 8.0.5 below. Initial neutrino energy is chosen

from the threshold value (Ethre.
ν ) up to 100 GeV. The angle cos θν “ ´1 defines up-going

1kVegas Monte-Carlo multidimensional integrator is used through the ROOT interface.
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events through the detector. The 3-D differential atmospheric neutrino flux is taken

from [137]. The neutrino oscillations probability determines the fraction of the initial

flux that is getting converted to tau neutrino flux. The φτν integration is trivial since the

cross section is independent of it. Initial neutrino energy and angle actually defines the

minimum value for the cos θτν . It is seen that for the used energy range of the incoming

neutrinos and their angles, the minimum value of cos θτν does not fall below 0.85. To

speed up the computation, this minimum value is thus kept fixed. The expression for

the events Nτ in five years is

Nτ “ NT ˆ T ˆ
ż max

Ethre.
ν

dEν

ż `1

cos θν“´1

d cos θν

ż 2π

φν“0

dφν

ˆ

d3Φνµ

dEνµd cos θνµ dφνµ

Pµτ pEν , cos θνq ` d3Φνe

dEνed cos θνe dφνe

Peτ pEν , cos θνq
˙

ˆ
ż Emax

τ

Emin
τ

dEτ

ż 1

cos θτν“0.85

d cos θτν

ż 2π

φτν“0

dφτν

dσντ

dEτ d cos θτν dφτν

, (8.0.5)

where dΦ{dEd cos θdφ is the differential neutrino flux ( inm´2s´1sr´1GeV´1), Pατ is the

oscillation probability from flavour α pe, µq to τ , NT is the total number of target nuclei

and T is the exposure time (5 years)1.

Table 8.1. The constant parameters used to determine the Nτ .

Material details Dimensions (m3) Density (kton-m´3) No. of layers No. of modules

Iron slab 16ˆ16ˆ0.056 7.87ˆ10´3 151 3

Glass plate 16ˆ16ˆ0.003 2.65ˆ10´3 150 3

Detector mass of the 3 modules (M) (kton) „52.94

Avogadro’s No. (NA) (kton) 6.022142ˆ1032

Total no. of target nuclei (NT ) M ˆ NA

Exposure time (T ) (s) „ 5 ˆ p3.16 ˆ 107q

Numerical details : The flow of integration algorithm is shown in Figure 8.2. Range

for various parameters are set in the Main function. Multi-dimensional integrator func-

tion generates random numbers for each set of parameters throughout the available

1Cross section is in m2; 1 GeV´1 = 0.197 fm = 197ˆ10´18 m
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User defined function 

Multi-dimensional integrator function 

Main function 

Figure 8.2. Flow chart for the integration.

phase space. Using these random numbers, User defined function calculates the in-

tegrand value and returns which ultimately come along to the Main function. First

(Method I), random numbers were directly generated within the specified range in-

side the Multi-dimensional integrator function. But in this way overall convergence of

the integration is very much slow and poor as seen in Table 8.2. Therefore, in the sec-

ond method (Method II) range for all the parameters are once set in the Main function

and they are also accessible by the User defined function. The Multi-dimensional integra-

tor function then generates random numbers for each parameter within 0 – 1. Using

these random numbers, inside the User defined function each parameter are then scaled

within their specified range to calculate the integrand. This second method converges

well as shown in Table 8.2.

Table 8.2. Convergence in the total number of tau events.

Method No. of trials Nτ´ Nτ`

I 105 96.5 ˘ 49.9 21.2 ˘ 12.9

106 84.9 ˘ 31.6 19.9 ˘ 11.8

107 74.8 ˘ 21.3 22.3 ˘ 7.8

II 105 116.8 ˘ 4.0 45.1 ˘ 1.4

106 117.1 ˘ 1.7 45.0 ˘ 0.7

107 117.3 ˘ 0.8 45.1 ˘ 0.3

108 117.3 ˘ 0.5 45.1 ˘ 0.2

The calculation gives a total of 117 τ´ and 45 τ` events upward-going directions

p´1 ď cos θ ď 0q, whereas in the downward-going directions chance of getting tau-
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lepton events is very much negligible as oscillation effect is almost absent. The distri-

bution of tau-lepton events, as obtained in the ICAL detector (3 modules), is given in

Table 8.3.

Table 8.3. Variation of Nτ with incident neutrino angle.

θν Nτ´ Nτ` cos θν Nτ´ Nτ`

0˝ – 90˝ „0 „0 1.0 – 0.0 „0 „0

90˝ – 105˝ 19 8 0.0 – ´ 0.25 18 8

105˝ – 130˝ 53 21 ´0.25 – ´ 0.5 34 14

130˝ – 155˝ 34 12 ´0.5 – ´ 0.75 34 12

155˝ – 180˝ 11 4 ´0.75 – ´ 1.0 31 11

8.1 Tau decay

Direct detection of tau-leptons in the ICAL detector is not possible due to thick iron

absorbers. Lifetime of tau-leptons is about 0.3 ps in its rest frame and hence, it decays

very fast to other lighter leptons (e orµ) or hadrons after it is produced. Many dedi-

cated experiments, like OPERA experiment [152] which will look for tau appearance

from tau neutrino, are planned. Tau leptons decay through leptonic process 17% of

the time, separately for electrons and muons, whereas, branching fraction for hadronic

decay is 66%. There are many decay modes of tau to hadrons associated with neutrino

as given in ref. [164].

In the leptonic decay mode, tau decays as

τ´ pk1q Ñ l´pq1q ν̄lpq2q ντ pq2q (8.1.1)

where, pl ” e orµq and El is the energy of the lepton. El can be measured but neutrinos

will not be detected. The four-momentum of all the particles are mentioned within the

parentheses in eq. 8.1.1 and same for the lepton in the laboratory frame is

q1 “ pEl, pl sin θl cosφl, pl sin θl sinφl, pl cos θlq . (8.1.2)
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The general decay width for this decay (initial tau leptons are unpolarised) in the lab-

oratory frame of the original neutrino-nucleon interactions [162] is given by,

dΓpEτ , El, θτ , θl, φlq
dEl d cos θl dφl

“ G2
F pl

48π4Eτ

„

3pm2
τ `m2

l qpk1 ¨q1q ´4pk1 ¨q1q2 ´2pmτ `mlq2


. (8.1.3)

Compared to Figure 8.1, this decay need not be confined in the same plane with re-

spect to the original initial neutrino and tau lepton plane and may happen in any other

planes. Therefore, the kinematic condition, pk1 ´ q1q2 ą 0, imposes a constraint on the

azimuthal angle φl as:

cosφl ą
2

ˆ

El Eτ ´ pl pτ cos θτ cos θl

˙

´
ˆ

m2
τ ` m2

l

˙

2pl pτ sin θτ sin θl
. (8.1.4)

The typical decay rate for a tau with energy Eτ “ 10 GeV is shown as function of the

lepton energy in Figure 8.3 [163]. It can be noticed that the lepton is emitted mostly in

Figure 8.3. Tau decay rate as a function of the final muon energy Eµ and direction (inset) for
tau with energy Eτ “ 10 GeV. Here θµτ is the opening angle between the muon and its parent
tau.

the direction of the tau (whichwas itself forwardly peaked) while its energy is typically

highly degraded compared to its parent. Hence, leptons produced in ντ interactions

mostly contribute to the forward event rate at low energy. The branching fraction of

this leptonic decay is 17% and the total number of tau events are expected to be at

the order of hundred (Table 8.3); therefore, the number of muons produced from tau

decay is also very few and they are also expected to be peaked at the lower energy with
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respect to the parent tau energy. So, these muons cannot be identified separately from

direct muons coming from νµ interactions with the iron target of the ICAL detector.

Electrons coming out of the tau decay are expected to produce shower like events in the

ICAL detector which also cannot be distinguished (at this stage) from normal shower

produced due to hadrons. In general, these leptons coming out from tau decay cannot

be identified as a signature of tau decay in the ICAL detector but their contribution as a

background has to be accounted for the oscillation analysis. This is beyond the scope of

the present study. Instead, we focus on indirect tau observation through modification

of the neutral current NC rate through its decay into hadrons.

The NC interaction rate is independent of oscillations (as long as there are no ster-

ile neutrino flavours). Hence we have used the NUANCE neutrino generator package

in order to generate these events.

The threshold energy of the incoming neutrino for the tau production is itself

high („3.5 GeV) and, so these hadrons coming from taus are also considered as hard

(i.e., energy of these hadrons do not degrade compared to its parent) hadrons. Due

to many decay modes of tau to hadrons dΓτÑ
ř

h{dEh for these decays is not trivial to

calculate from the kinematics. A specially developed package for tau decay, called

TAUOLA [165], is available; TAUOLA package through NUANCE interface is used to

get branching ratio for tau decay to hadrons.

All categories of decay modes are obtained when tau decays but we choose only

those decays where at the final state no lepton (i.e., e orµ) is present. Doing so, we

reject leptonic decay modes of tau and accept only the hadronic decay channels.

In these decays pτ Ñ ντ
ř

hq, hadrons carrymajor fraction of tau energy compared

to the final ντ . An example plot is shown in Figure 8.4, where initially 16 GeV ντ

was chosen which gives τ and then their decay to hadrons are selected to plot tau

energy pEτ q, final ντ energy and net energy of hadrons. The net energy of hadrons (Eh)

is defined as the difference between the initial tau energy and the outgoing neutrino

energy (Eh “ Eτ ´ Eντ ). Figure 8.4 clearly shows mean energy of hadrons are almost

half of the initial tau energy.

As direct tau is not available to start with in TAUOLA, different set of energies for

initial ντ pEντ pGeVq ą Erequired
τ pGeVq ` 1 GeVq are chosen with a large sample („ 104).

Tau events are selected near the peak energy, having peak value at 4, 5, 6, 7, 8, 9 and
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Figure 8.4. τ Ñ ντh: Energy of τ , ντ and net hadrons. Now, this τ is coming from ντ , where ντ
energy is fixed in TAUOLA.

10 GeV. By 4 GeV it is meant thatEτ of that sample is within 3.5 – 4.5 GeV and similarly

for others. Scaling behaviour of Eh{Eτ implies that the distribution is independent of

Eτ within statistical fluctuations as shown in Figure 8.5. A polynomial fitting of order

3

y “ p0 ` p1 ˆ x ` p2 ˆ x2 ` p3 ˆ x3, (8.1.5)

is done to the Eh{Eτ distribution in Figure 8.5b where x “ Eh{Eτ and the results of

the fitting are listed in eq. 8.1.6. This is used to generate the final energy of hadrons

produced in tau decay.

p0 “ 0.0 pfixedq
p1 “ 0.0558 ˘ 0.0014

p2 “ ´0.0009 ˘ 0.0049

p3 “ ´0.0317 ˘ 0.0040

χ2{ndf “ 177.64{30

(8.1.6)

Note that there are two sets of hadrons in the final state of these interactions.

Hadrons are produced in the primary tau neutrino CC interactions along with the

charged taus. Additional hadrons are produced during tau decay. Since the tau life-

time is very short, these interactions are simply characterised by hadrons in the final

state, and the energy measured is the total of the energy of the two sets of hadrons.

They will therefore appear to mimic energetic neutral current events. This is discussed

in the next chapter (Chapter 9.
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Figure 8.5. 8.5a shows overlay plot for all the sets where Mean and RMS for each histogram
are given in the legend. 8.5b shows profile histogram for all these sets with a polynomial fit of
degree 3.

8.2 Chapter summary

In this Chapter we calculate the total number of tau events as estimated in the ICAL

detector considering three modules and 5 years exposure time. Relevant kinematics

and brief explanation about the procedure of the multidimensional Monte-Carlo inte-

grator is also presented. Leptonic decay of tau leptons is discussed here. Hadronic

mode of decay of tau leptons through the use of TAUOLA event generator is used here

141



CHAPTER 8. THE ESTIMATION OF NUMBER OF TAU EVENTS IN THE ICAL DETECTOR 8.2. CHAPTER SUMMARY

and results show that ratio of the net hadron energy to the initial tau lepton energy is

independent of the initial tau lepton energy within the statistical fluctuations. While

the semi-leptonic decay modes are unlikely to be measured they will add as a small

background to CC µ events. The hadronic decay of tau are large and measurable and

are characterised by large hadronic energy in the final state. Hence they appear similar

to energetic NC events.
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9
Tau event generation through

Monte-Carlo method

AMonte-Carlo based event generator is used to generate the kinematics of each of the

tau events. This kinematics reflects the pEν , cos θ, φq dependence of the neutrino fluxes

and the pEν , Eτ , cos θτ , φτ q dependence of the neutrino cross sections. The code is very

fast compared to the NUANCE generator [166] since only the kinematics of the leptons

is generated, not that of the hadrons.

9.1 Normalisation due to cross-sections

Our code so far does not include the NC cross sections; henceNC events fromNUANCE

are considered in this study. Apart from QE and DIS, more number of processes are

included in the resonance scattering inside NUANCE, whereas only the ∆ resonance

is considered in the present analysis. This change in the cross-sections will not make

much difference as the main contribution arises from DIS events. Still, an overall nor-

malisation is adopted to scale the total number of events. Using same cross-section

code, total number of µ¯ are estimated (as in the case for taus). Afterwards, CC events

due to νµ (and anti-particle) interaction with the iron target which gives µ´ (and anti-

particle) are looked for. With respect to these total number of muons, an overall nor-

malisation is obtained as NUANCE/ present code of about 1.16. So, total number of

hadron events from the NC event sample from NUANCE are then scaled while com-

paring with the hadron events arising from tau interactions in our calculation.
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9.2 Description of the Monte-Carlo event generator

The basic algorithm used here is to generate distributions at each stage of eq. 8.0.5

which are converted into probability distributions and then inverse function method-

ology is used through random number to extract the information. The sequence of the

algorithm is listed below:

• Generate neutrino flux table,

• Generate neutrino-nucleon cross section table,

• Generate flux times cross section table,

• Generate tau kinematics,

• Generate tau decays to hadrons.

9.2.1 Neutrino flux table

Neutrino flux is available from 0.1 GeV to 10 TeV, whereas here we consider only from

3.1623 GeV (as given in Honda flux table) to 100 GeV in this analysis. The bin width

of energy in this flux table is „ 0.115205 GeV if it is considered as plnE2 ´ lnE1q. First,
relevant flux values for the specified energy range is saved as,

dΦ

pdEνqi pd cos θνqj pdφνqk
, (9.2.1)

dΦ

pdEνqi pd cos θνqj
“

ÿ

k

dΦ

pdEνqi pd cos θνqj pdφνqk
pdφνqk , (9.2.2)

dΦ

pdEνqi
“

ÿ

j

dΦ

pdEνqi pd cos θνqj
, (9.2.3)

where i, j, k are respectively the index for energy, zenith angle and azimuthal angle of

the incoming neutrino. The distribution for dΦ
pdEνqi

is shown in Figure 9.1a (blue line).

This distribution is then converted to a probability distribution (Figure 9.1b). Random

numbers are generated following this probability distribution to generate the spectrum

of the neutrino flux which is overlaid with the initial distribution and scaled due to the

total number of entries as shown in Figure 9.1a (red line). The initial flux distribution

and the distribution obtained from the random number generation matches well with

each other.
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Figure 9.1. 9.1a shows initial distribution in blue line for the dΦ
pdEνqi

. 9.1b is its probability

distribution. The red line in 9.1a shows the inverted distribution which is scaled by a factor of
2.37ˆ10´4 for overlay plotting.

9.2.2 Neutrino-nucleon cross section table

Neutrino-nucleon cross sections as obtained from eq. 7.0.10 is saved in similar way like

flux table in the following format.

dσ

pdEνqi pd cos θτνql pdEτ qm
, (9.2.4)

dσ

pdEνqi pd cos θτνql
“

ÿ

m

dσ

pdEνqi pd cos θτνql pdEτ qm
pdEτ qm , (9.2.5)

dσ

pdEνqi
“

ÿ

l

dσ

pdEνqi pd cos θτνql
(9.2.6)
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9.2.3 Flux times cross section table

First, dΦ
pdEνqi pd cos θνqj

is multiplied with the neutrino oscillations probability to get tau

neutrino flux;

dΦ1

pdEνqi pd cos θνqj
“ dΦ

pdEνqi pd cos θνqj
ˆ Plτ

ˆ

pEνqi pcos θνqj
˙

, rl : e, µs . (9.2.7)

This modified flux table is then averaged over cos θν and then multiplied with the cross

section table as given below:

dΦ1

pdEνqi
“

ÿ

j

dΦ1

pdEνqi pd cos θνqj
, (9.2.8)

dpΦ1σq
pdEνqi

“ dΦ1

pdEνqi
ˆ dσ

pdEνqi
(9.2.9)

Total number of tau leptons are then simply obtained as,

Nτ´ “ NT ˆ T ˆ
ÿ

i

ˆ

dpΦ1σq
pdEνµqi

` dpΦ1σq
pdEνeqi

˙

, (9.2.10)

Nτ` “ NT ˆ T ˆ
ÿ

i

ˆ

dpΦ1σq
pdEν̄µqi

` dpΦ1σq
pdEν̄eqi

˙

. (9.2.11)

9.2.4 Generation of tau kinematics

Each of the distributions mentioned above are converted into probability distributions.

Initial neutrino energy depends on dpΦ1σq
pdEνqi

distribution andEν is generated following the

shape of this distribution using random number.

A ντ event is first generated with energy, Eντ , from the dpΦ1σq
pdEνµ qi

distribution. The

cos θντ is generated using the dΦ
pdEνµ qi pd cos θνµqj

distribution for the corresponding Eντ .

Having Eντ and cos θντ , the azimuthal angle, φντ , is generated from the distribution

of dΦ
pdEνµ qi pd cos θνµqj pdφνµ qk

. In a similar way, electron neutrino flux is used to generate ντ

events where energy, zenith angle and azimuthal angle of the tau leptons are labelled

as E 1
ντ
, cos θ1

ντ
, φ1

ντ
respectively.

Now, tau leptons kinematics are generated using ντ ’s energy and angle infor-

mation separately for muon-neutrino flux and electron-neutrino flux. Using Eντ and

dσ
pdEντ qi pd cos θτνql

, cos θτν is generated. The φτν is generated uniformly between 0 – 2π.

Then tau lepton energy, Eτ is generated for the Eντ and cos θτν , using the distribution
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dσ
pdEνqi pd cos θτνql pdEτ qm

. Difference between Eντ and Eτ , Eh1, is defined as the hadron en-

ergy in this process.

Lepton angles in the laboratory frame are generated as,

cos θτ “ cos θντ cos θτν ´ sin θντ sin θτν cosφτν , (9.2.12)

sinpφτ ´ φνq “ sin θτν sinφτν

sin θτ
,

cospφτ ´ φνq “ cos θτν ´ cos θν cos θτ

sin θτ sin θν
,

φτ “ φν ` tan´1pφτ ´ φνq . (9.2.13)

In this ντ ` N Ñ τ´ ` X process, angle between input neutrino and net hadrons

and, also between the input neutrino and outgoing lepton is given by following equa-

tions.

pντ x “ Eντ sin θντ cosφντ ,

pντ y “ Eντ sin θντ sinφντ ,

pντ z “ Eντ cos θντ . (9.2.14)

pτ “
a

E2
τ ´ m2

τ ,

pτ x “ pτ sin θτ cosφτ ,

pτ y “ pτ sin θτ sinφτ ,

pτ z “ pτ cos θτ . (9.2.15)

ph “
b

ppντ x ´ pτ xq2 ` ppντ y ´ pτ yq2 ` ppντ z ´ pτ zq2 (9.2.16)

Angle between input neutrino and the net hadrons (θhντ ) is given by,

cos θhντ “ p2ντ ´ pντ ¨ pτ
pντ ¨ ph

,

cos θhντ “ E2
ντ

´ pντ ¨ pτ
Eντ |ph| . (9.2.17)
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The θhντ distribution is shown in Figure 9.2a. In case of tau decays, τ´ Ñ ντ
ř

h,

it is easier to estimate angle between the tau lepton momentum vector and the net

hadron momentum vector (θhτ ) from TAUOLA outputs as 3-momenta of incoming

and outgoing particles are given.

~pτ “ ~pντ ` ~ph ,

~pτ ¨ ~ph “ |~pτ |2 ´ ~pντ ¨ ~pτ ,

cos θhντ “ |~pτ |2 ´ ~pντ ¨ ~pτ
|~pτ ||ph| . (9.2.18)

The θhτ distribution is shown in Figure 9.2b. It is visible from these figures that pro-

duced hadrons in both the cases are quite forward peaked with respect to the initial

tau neutrinos.

Hadrons coming from tau decay are estimated using eq. 8.1.5, eq. 8.1.6 and the

Figure 8.5b. Hadron energy obtained from this process is labelled as Eh2. The total

energy is the sum of Eh1 and Eh2.

Initially, τ´ events are generatedwhenmuon-neutrino and electron-neutrino fluxes

are used. Later on τ` events are generated taking anti-neutrino fluxes.

9.3 Comparison of hadron events: tau induced hadrons and NC

background

In this study, events are very much in the forward directions with respect to the ini-

tial neutrino direction; in other words, the up-going tau neutrinos give rise to visible

signals in the detector that also correspond to “up-going” events. In the case of NC

events, the up-going and down-coming samples are separated. In each case, an angle

cut near horizontal direction (5˝ in either direction from horizon) is applied to filter out

those events which may be identified with wrong direction due to large angle scatter-

ing. Tau induced hadrons events, as obtained, are plotted with hadron events from NC

event sample in the same hadron energy bin in Figure 9.3.

The significance of the tau contribution can be determined through a χ2 analysis.

When the “data” consisting of NC (up and down) and tau induced signal together are

fitted to NC alone, the ∆χ2 obtained is 59.6 so the indirect observation of tau through
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Figure 9.2. 9.2a shows angle between 3-momenta of incident neutrino and outgoing hadrons
for the ντ ` N Ñ τ´ ` X process. 9.2b shows angle between 3-momenta of incident tau and
outgoing net hadrons for the τ´ Ñ ντ

ř

h process. Incident neutrinos are taken from Eth to
100 GeV in both the cases.

this channel is at more than 7σ confidence level. Hence our simulations indicate that

there is an excellent possibility to detect τ events from oscillations of atmospheric neu-

trinos in the ICAL detector by studying the modifications of the NC signals. A more

detailed analysis is required in order to obtain constraints on the neutrino oscillation

parameters themselves from this channel. This is a future possible direction of study.

9.4 Chapter summary

AMonte-Carlo based event generator is developed and discussed in this chapter, con-

sidering only charged current interactions for neutrinos with the target nucleon. The
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Figure 9.3. Number of hadron events due to NC sample and from tau induced hadrons. Here,
3 GeV bin corresponds to 3 – 5 GeV and so on, whereas the last bin corresponds to 50 – 100 GeV.

algorithm is discussed in detail in this chapter. Neutral current interactions is taken

from NUANCE, as the current work is beyond that scope. Final energy distributions

of hadrons coming from nu-tau signal is comparedwith NUANCEneutral current data

and it is at more than 7σ confidence level. Hence the NC channel measurement will

give excellent information on tau neutrinos arising from oscillations.
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10 Summary and future outlook

Analysis of cosmic ray muon data from the RPC prototype detector stack provides

understanding of detector tracking efficiencies and position resolutions. This study is

now carried out regularly to monitor the detector performance towards better under-

standing of muon flux monitoring over long period. It is proposed to stagger the RPCs

in the prototype stack to confirm that the observed RPC inefficiencies are not due to

solid angular acceptance issues. Simulation studies of the gas flow inside the RPCs are

underway to confirm that the gas flow is uniform over the entire active volume of the

RPC. Results of these studies will also be fed back into the Monte Carlo code and will

be fine tuned.

Time resolution of the RPCs are studied in this analysis. The observed value is

well within the requirements of the ICAL detector. Measurement of time delays of the

RPC signal paths has been done and the method established can be used for the main

ICAL detector as well. The background muon rates in the underground are very low

compared to those at the surface. The planned readout electronics for ICAL detector is

different from that being used with the RPC prototype detector stack and in principle,

time calibration can be performed at the surface for each RPC detector of the ICAL.

Directionality study of cosmic ray muons will be useful in the main ICAL detector to

monitor the underground muon background. This is because muons are expected to

reach the detector from other side of the earth, as high energy muons can penetrate

only few km of rock overburden to reach the detector. A negligible fraction of muons

may be observed in the upward going direction which are mainly produced by some

neutrino induced processes.

Simulations study of tau events in the ICAL detector provides promising results



CHAPTER 10. SUMMARY AND FUTURE OUTLOOK

indicating that indirect observation of tau events through its hadronic decay channel

is possible at more than 7σ significance over the neutral current background. In fact,

proper inclusion of the tau-induced hadron events is very important for studying other

exotic possibilities such as the presence of sterile neutrinos, which also affects the NC

signal. The question of whether this channel is sufficiently sensitive to help determine

the oscillation parameters themselves through the tau contribution is still an open one

and is currently being pursued. In fact, many more extensions and refinements of this

study are possible and will be part of future work in this direction.
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[2] W. Pauli, Cambridge Monogr. Part. Phys. Nucl. Phys. Cosmol., 14, 1–22, 2000.

[3] J. Chadwick, Nature, 129, 312, 1932.

[4] E. Fermi, Z. Phys., 88, 161–177, 1934.

[5] E. Fermi, Nuovo Cimento, 11, 1–19, 1934.

[6] G. Gamow and E. Teller, Phys. Rev., 49, 895–899, 1936.

[7] J. C. Street and E. C. Stevenson, Phys. Rev., 52, 1003–1004, 1937.

[8] S. H. Neddermeyer and C. D. Anderson, Phys. Rev., 51, 884–886, 1937.

[9] B. Pontecorvo, Phys. Rev., 72, 246, 1947.

[10] H. A. Bethe and R. E. Peierls, Nature, 133, 532, (1934).

[11] Frederick Reines and Clyde L. Cowan, Jr., Nature, 178, 446, (1956).

[12] F. Reines, Rev. Mod. Phys., 68, 317–327, 1996.

[13] F. Reines, C. L. Cowan, F. B. Harrison, A. D. McGuire and H. W. Kruse, Phys. Rev., 117,

159–173, 1960.

[14] T. D. Lee and C. N. Yang, Phys. Rev., 104, 254–258, 1956.

[15] C. S. Wu, E. Ambler, R. W. Hayward, D. D. Hoppes and R. P. Hudson, Phys. Rev., 105,

1413–1414, 1957.

[16] R. P.Feynman and M. Gell-Mann, Phys. Rev., 109, 193–198, 1958.

[17] E. C. Sudarshan and R. E. Marshak, Phys. Rev., 109, 1860–1862, 1958.

[18] J. J.Sakurai, Nuovo Cimento, 7, 649, 1958.

[19] L. Landau, Nucl. Phys., 3, 127, 1957.

[20] T. D. Lee and C. N. Yang, Phys. Rev., 105, 1671, 1957.

[21] A. Salam, Nuovo Cimento, 5, 299, 1957.

[22] M. Goldhaber, L. Grodzins and A. W. Sunyar, Phys. Rev., 109, 1015–1017, 1958.

[23] E. J. Konopinski and H. M. Mahmoud, Phys. Rev. 92, 1045 (1953).

[24] B. Pontecorvo, Sov. Phys. JETP, 10, 1236–1240, 1960.

[25] G. Danby et al., Phys. Rev. Lett., 9, 36–44, 1962.

– 155 –



BIBLIOGRAPHY BIBLIOGRAPHY

[26] S. L. Glashow, Nucl. Phys., 22, 579–588, 1961.

[27] A. Salam, 1969, Proc. of the 8th Nobel Symposium on ’Elementary Particle Theory, Relativistic

Groups and Analyticity’, Stockholm, Sweden, 1968, edited by N. Svartholm, p. 367–377.

[28] S. Weinberg, Phys. Rev. Lett., 19, 1264–1266, 1967.

[29] P. W. Higgs, Phys. Lett. 12, 132, 1964; Phys. Rev. Lett. 13, 508–509, 1964; Phys. Rev. 145,

1156–1163, 1966.

[30] F. Englert and R. Brout , Phys. Rev. Lett. 13, 321–322, 1964.

[31] G. S. Guralnik, C. R. Hagen and T. W. B. Kibble, Phys. Rev. Lett. 13, 585–587, 1964;

T. W. B. Kibble, Phys. Rev. 155, 1554–1561, 1967.

[32] G. ’t Hooft, Nucl. Phys., B35, 167–188, 1971; Nucl. Phys., B33, 173–199, 1971; G. ’t Hooft

and M. J. G. Veltman, Nucl. Phys., B44, 189–213, 1972.

[33] F. J. Hasert et al., Phys. Lett. B46, 121–124, 1973; Phys. Lett. B46, 138–140, 1973;

Nucl. Phys., B73, 1, 1974.

[34] A. C. Benvenuti et al., Phys. Rev. Lett. 32, 800–803, 1974.

[35] J. J. Aubert et al., Phys. Rev. Lett. 33, 1404–1406, 1974.

[36] J. E. Augustin et al., Phys. Rev. Lett. 33, 1406–1408, 1974.

[37] G. Arnison et al., Phys. Lett., B122, 103–116, 1983; M. Banner et al., Phys. Lett., B122,

476–485, 1983.

[38] G. Arnison et al., Phys. Lett., B126, 398–410, 1983; P. Bagnaia et al., Phys. Lett., B129,

130–140, 1983.

[39] S. L. Glashow, J. Iliopoulos, and L. Maiani, Phys. Rev. D2, 1285–1292, 1970.

[40] M. L. Perl et al., Phys. Rev. Lett. 35, 1489–1492, 1975.

[41] Kodama et al., DONuT collaboration, Phys. Lett. B, 504, 218–224, 2001.

[42] S. W. Herb et al., Phys. Rev. Lett. 39, 252–255, 1977.

[43] F. Abe et al., Phys. Rev. Lett. 74, 2626–2631, 1995; S. Abachi et al., Phys. Rev. Lett. 74,

2632–2637, 1995.

[44] S. Chatrchyan et al., (CMS collaboration), Phys. Lett. B716, 30–61, 2012.

[45] G. Aad et al., (ATLAS collaboration), Phys. Lett. B716, 1–29, 2012.

[46] B. Adeva et al., Phys. Lett., B231, 509, 1989; D. Decamp et al., Phys. Lett., B231, 519, 1989;

M. Z. Akrawy et al., Phys. Lett., B231, 530, 1989; P. A. Aarnio et al., Phys. Lett., B231, 539,

1989.

[47] J. H. Christenson, J. W. Cronin, V. L. Fitch and R. Turlay, Phys. Rev. Lett. 13, 138–140,

1964.

[48] M. Kobayashi and T. Masakawa, Prog. Theor. Phys., 49, 652–657, 1973.

[49] N. Cabibbo, Phys. Rev. Lett. 10, 531–532, 1963.

156



BIBLIOGRAPHY BIBLIOGRAPHY

[50] B. Pontecorvo, Sov. Phys. JETP, 6, 429, 1957; B. Pontecorvo, Sov. Phys. JETP, 7, 172–173,

1958.

[51] M. Gell-Mann and A. Pais, Phys. Rev. 97, 1387–1389, 1955.

[52] Z. Maki, M. Nakagawa and S. Sakata, Prog. Theor. Phys., 28, 870, 1962.

[53] V. N. Gribov and B. Pontecorvo, Phys. Lett., B28, 493, 1969.

[54] S. Eliezer and A. R. Swift, Nucl. Phys., B105, 45, 1976.

[55] H. Fritzsch and P. Minkowski, Phys. Lett., B62, 72, 1976.

[56] S. M. Bilenky and B. Pontecorvo, Sov. J. Nucl. Phys., 24, 316–319, 1976; Nuovo Cim. Lett.,

17, 569, 1976.

[57] S. M. Bilenky and B. Pontecorvo, Phys. Rep., 41, 225, 1978.

[58] http://www.nu.to.infn.it/exp/all/imb/

[59] Y. Fukuda et al., Phys. Rev. Lett. 81, 1562–1567, 1998.

[60] The Super-Kamiokande Collaboration, Phys. Rev. Lett. 85 3999–4003, (2000).

[61] W. W. M. Allison et al., Phys. Lett. B391, 491–500, 1997.

[62] W. W. M. Allison et al., Phys. Lett. B449, 137–144, 1999.

[63] W. W. M. Allison et al., Phys. Rev. D72, 052005, 2005.

[64] M. Sanchez et al., Phys. Rev. D68, 113004, 2003.

[65] S. P.Ahlen et al., Phys. Lett. B357, 481–486, 1995.

[66] M. Ambrosio et al., Phys. Lett. B434, 451–457, 1998.

[67] M. Ambrosio et al., Phys. Lett. B478, 5–13, 2000.

[68] M. Ambrosio et al., Phys. Lett. B517, 59–66, 2001.

[69] M. H. Ahn et al., Phys. Rev. Lett. 90, 041801, 2003.

[70] M. H. Ahn et al., Phys. Rev. Lett. 93, 051801, 2004.

[71] S. H. Ahn et al., Phys. Lett. B511, 178–184, 2001.

[72] E. Aliu et al., Phys. Rev. Lett. 94, 081802, 2005.

[73] B. T. Cleveland, T. Daily, J. Davis, Raymond, J. R. Distel, K. Lande, et al., Astrophys. J.,

496, 505–526, 1998.

[74] Q. R. Ahmad et al., Phys. Rev. Lett. 89, 011301, 2002.

[75] T. Araki et al., Phys. Rev. Lett. 94, 081801, 2005.

[76] K. Eguchi et al., Phys. Rev. Lett. 90, 021802, 2003.

[77] Björn Wonsak for the OPERA Collaboration, Journal of Physics: Conference Series 335

(2011) 012051.

[78] K. Abe et al., T2K Collaboration, arXiv:1106.2822.

[79] P. Adamson et al., arXiv:1301.4581.

157



BIBLIOGRAPHY BIBLIOGRAPHY

[80] DAYA-BAY collaboration, F. An et al., Phys. Rev. Lett. 108, 171803, 2012.

[81] RENO collaboration, J. Ahn et al., Phys. Rev. Lett. 108, 191802, 2012.

[82] DOUBLE-CHOOZ collaboration, Y. Abe et al., Phys. Rev. Lett. 108, 131801, 2012.

[83] T2K collaboration, K. Abe et al., Phys. Rev. Lett. 107, 041801, 2011.

[84] MINOS collaboration, P. Adamson et al., Phys. Rev. Lett. 107, 181802, 2011.

[85] SUPER-KAMIOKANDE collaboration, R. Wendell et al., Phys. Rev. D 81 092004 (2010).

[86] K2K collaboration, M. Ahn et al., Phys. Rev. D 74, 072003, 2006.

[87] MINOS collaboration, P. Adamson et al., Phys. Rev. Lett. 108, 191801, 2012.

[88] T2K collaboration, K. Abe et al., Phys. Rev. D 85, 031103, 2012.

[89] CHOOZ collaboration, m. Apollonio et al., Phys. Lett. B 466, 415, 1999.

[90] PALO VERDE collaboration, A. Piepke, Prog. Part. Nucl. Phys. 48 113, 2002.

[91] DOUBLE-CHOOZ collaboration, Y. Abe et al., Phys. Rev.D 86, 052008, 2012.

[92] KamLAND collaboration, A. Gando et al., Phys. Rev. D 83, 052002, 2011.

[93] F. kaether, W. Hampel, G. Heusser, J. Kiko and T. Kirsten, Phys. Lett. B 685, 47, 2010.

[94] SAGE collaboration, J. Abdurashitov et al., Phys. Rev. C 80, 015807, 2009.

[95] SUPER-KAMIOKANDE collaboration, J. Hoska et al., Phys. Rev. D 73, 112001, 2006.

[96] SNO collaboration, B. Aharmim et al., Phys. Rev. C 75, 045502, 2007.

[97] SNO collaboration, B. Aharmim et al., Phys. Rev. C 72, 055502, 2005.

[98] SNO collaboration, B. Aharmim et al., Phys. Rev. Lett. 101, 111301, 2008.

[99] SNO collaboration, B. Aharmim et al., arXiv:1109.0763.

[100] G. Bellini, J. Benziger, D. Bick, S. Bonetti, G. Bonfini, et al., Phys. Rev. Lett. 107, 141302,

2011.

[101] G. Bellini, et al., Phys. Rev. D 82, 033006, 2010.

[102] P. Huber, Phys. Rev. C 84, 024617, 2011 [Erratum ibid. C 85, 029901, 2012.].

[103] C. V. Achar et al., Phys. Lett. 18, 196, 1965.

[104] F. Reines et al., Phys. Rev. Lett. 15, 429 – 433, 1965.

[105] INO Collaboration, Detailed Project Report I, (2007).

[106] H. Murayama and T. Yanagida, Phys. Lett. B520, 263, (2001).

[107] R. P. Kokoulin and A. A. Petrukhin, Sov. J. Part. Nucl. 21, 332, (1990).

[108] G. Charpak et al., Nucl. Instrum. Methods 62, 217, (1968).

[109] G.L.Bruno, Ph.D. Thesis, (2000-2001).

[110] J. Keuffel, Phys. Rev. 73, 531, (1948).

[111] Christian Lippmann, Ph.D. Thesis, (2003).

158



BIBLIOGRAPHY BIBLIOGRAPHY

[112] V. Parchomchuk et al., Nucl. Instrum. Methods 93, 269, (1971).

[113] Y. Pestov, Nucl. Instrum. Methods 196, 45, (1982).

[114] Y. Pestov, Proc. Intl. Winter Meeting on Nucl. Phys., Bormio, Italy, (1998).

[115] A. Arefiev et al., Nucl. Instrum. Methods A 348, 318, (1994).

[116] R. Santonico and R. Cardarelli, Nucl. Instrum. Methods 187, 377, (1981).

[117] W.R.Leo, Techniques for Nuclear and Particle Physics Experiments, 2nd Ed., Narosa

Publ. House, (1995).

[118] B. Satyanarayana, Ph.D. Thesis, Design and Characterisation Studies of Resistive Plate

Chambers, IIT Bombay, 2009.

[119] INO Collaboration, INO Project Report INO/2006/01, (2006) and references therein;

V.M.Datar, Proc. Nucl. Phys. Symposium, Vadodara, (2006); India-based Neutrino

Observatory (INO) web pages: http://www.ino.tifr.res.in and

http://www.imsc.res.in/ ino

[120] INO Collaboration, Detailed Project Report on INO-ICAL Detector Structure II, (2008)

[121] Magnet6.0 Code, Infolytica Corporation, USA

[122]

[123] S. Ramo, PROC. IRE 27 584, 1961.

[124] W. Reiegler, Nucl. Instr. and Meth., A 491, 258–271, 2002.

[125] Geant4 Material Database, tech. rep., 2007.

[126] P. K. F. Grieder, Cosmic Rays at Earth, Researcher’s Reference Manual and Data BookCosmic

Rays at Earth, Researcher’s Reference Manual and Data Book. Elsevier, 2001.

[127] W. D. D. O. C. Allkofer, R. D. Andresen, The muon spectra near the geomagnetic equator,

Canadian Journal of Physics 46 (1968), no. 10 S301 – S305.

[128] N. Karmakar, A. Paul, and N. Chaudhuri, Measurements of absolute intensities of

cosmic-ray muons in the vertical and greatly inclined directions at geomagnetic latitudes 16˝N,

Il Nuovo Cimento B (1971-1996) 17 (1973) 173–186. 10.1007/BF02906438.

[129] M. S. Sinha and N. Basu Indian Journal of Physics 33 (1959), no. 0 335.

[130] G. S. Gokhale Private communication (1953) (after Allkofer et al. 1968) (1953), no. 0.

[131] S. Fukui, T. Kitamura, and Y. Murata, On the Range Spectrum of µ-Mesons at Sea-Level at

Geomagnetic Latitude 24˝N, Journal of the Physical Society of Japan 12 (1957), no. 8 854–863.

[132] B. Rossi, Interpretation of cosmic-ray phenomena, Rev. Mod. Phys. 20 (Jul, 1948) 537–583.

[133] K. Greisen, The intensities of the hard and soft components of cosmic rays as functions of

altitude and zenith angle, Phys. Rev. 61 (Mar, 1942) 212–221.

[134] K. Greisen, Intensity of cosmic rays at low altitude and the origin of the soft component, Phys.

Rev. 63 (May, 1943) 323–333.

159



BIBLIOGRAPHY BIBLIOGRAPHY

[135] K. Greisen and N. Nereson, Inefficiency and other sources of error in cosmic-ray

measurements with self-quenching counters, Phys. Rev. 62 (Oct, 1942) 316–329.

[136] J. Crookes and B. Rastin, An investigation of the absolute intensity of muons at sea-level,

Nuclear Physics B 39 (1972), no. 0 493 – 508.

[137] http://www.icrr.u-tokyo.ac.jp/ mhonda/

[138] Honda et al., Improvement of low energy atmospheric neutrino flux calculation using the JAM

nuclear interaction model, Phys. Rev. D vol 83, issue 12 (June, 2011), doi :

10.1103/PhysRevD.83.123001.

[139] Honda et al., Phys. Rev. D 75, 043006 (2007).

[140] Honda et al., Phys. Rev. D 70, 043008 (2004).

[141] K. Niita et al., Radiat. Meas. 41, 1080 (2006).

[142] S. Roesler, R. Engel and J. Ranft (2000), hep-ph/0012252.

[143] H. Collaboration, Astropart. Phys. 29, 257 (2008), Astropart. Phys. 30, 124 (2008).

[144] A. M. Dziewonski and D. L. Anderson, Phys. Earth Plan. Int., 25, 297 (1981).

[145] D. Indumathi, M. V. N. Murthy, G. Rajasekaran and Nita Sinha, Phys. Rev. D 74, 053004

(2006).

[146] M. C. Gonzalez-Garcia, M. Maltoni, J. Salvado and T. Schwetz, JHEP 12, (2012) 123,

(arXiv:1209.3023 [hep-ph]).

[147] M. C. Conzalez-Garcia et al., Phys. Rev. D 55, 1297 (1997).

[148] L. Pasquali et al., Phys. Rev. D 59, 093003 (1999).

[149] K. Abe et al., PRL 97, 171801 (2006).

[150] The ICARUS collaboration, arXiv:hep-ex0103008; http://www.aquila.infn.it/icarus.

[151] The MINOS collaboration, http://www-numi.fnal.gov:8875/.

[152] A. Rubbia, Nucl. Phys. Proc. Suppl. 91 (2000)223,

http://operaweb.web.cern.ch/operaweb/index.shtml.

[153] L J. Hall and H. Murayama, Phys. Lett. B 463 (1999)241.

[154] E. A. Paschos and J. Y. Yu, Phys. Rev. D 65 (2002) 033002.

[155] S. Kretzer and M. H. Reno, Phys. Rev. D 66 (2002) 113007.

[156] K. Hagiwara et al., Nuclear Physics B 668 (2003) 364-384. arXiv:hep-ph/0305324,

arXiv:hep-ph/0503050, http://ntweb.sc.niigata-u.ac.jp/ yokoya/taupol/index.html.

[157] C. H. Albright and C. Jarlskog, Nucl. Phys. B 84 (1975) 467.

[158] C. H. Llewellyn Smith, Phys. Rep. 3 (1972) 261.

[159] D. Rein and L. M. Sehgal, Ann. Phys. 133 (1981)79.

[160] E. A. Paschos, L. Pasquali and J. y. Yu, Nucl. Phys. B 588 (2000) 263.

[161] https://lhapdf.hepforge.org/ .

160



BIBLIOGRAPHY BIBLIOGRAPHY

[162] QFT book, Pal Lahiri.

[163] D. Indumathi and Nita Sinha, arXiv:0910.2020v2.

[164] Lepton summary table, http://pdg.lbl.gov/

[165] Stanislaw Jadach, Johann H. Kühn and ZbigniewWas, Computer Physics Communications

64, 2, p:275 –299, 1991.

[166] D. Casper, http://arxiv.org/abs/hep-ph/0208030.

161


	Synopsis
	Proposed contents of the thesis
	Introduction
	 The performance of the RPC prototype stack at TIFR
	 Experimental set up
	 Muon track reconstruction
	 Monte-Carlo simulation of the muon tracks
	 Muon flux measurement
	 Measurement of the time delay contribution of individual RPCs
	 The measurement of directionality
	Monte-Carlo simulation of timing data

	 Simulation study of tau induced hadron events in the ICAL detector
	Atmospheric neutrino flux
	Neutrino Oscillations
	Neutrino-nucleon cross sections for CC processes
	Distribution of  events
	 Possible experimental signatures of tau events in the ICAL detector
	Tau decays
	Normalisation due to cross-sections
	Tau event generation through Monte-Carlo method
	 Comparison of hadron events: tau induced hadrons and NC background

	Summary and future outlook

	Introduction
	A summary of neutrino experiments over the decade : from its proposal to the present date
	Neutrino oscillation global picture
	Potentiality of the INO-ICAL detector
	Detector requirements for the ICAL detector
	Brief history of gaseous particle detectors
	Resistive Plate Chamber (RPC)
	Scope of this thesis
	Part I : Detector R&D
	Part II : Physics simulation study

	Chapter summary

	Detector set up and the DAQ
	The prototype stack
	RPC
	Pre-Amplifier
	Analog Front End (AFE)
	Digital Front End (DFE)
	Control and Data Router (CDR)
	Time and Trigger Router (TDR)

	DAQ system
	 Cosmic muon trigger
	Time measurement by TDC

	Chapter summary

	Analysis of muon trajectory - Data and Monte-Carlo
	Data
	 Strip hit profile
	Raw occupancy
	Layer multiplicity and hit selection
	Muon track reconstruction
	Track fitting algorithm
	Position residue
	Position resolution and the 2 definition
	 Trigger and tracking efficiency
	Iterative process
	 Zenith angle distribution

	Monte-Carlo (MC)
	Generation of muon trajectory 
	Comparison of hits between data and MC
	Smearing effects to the generated hits
	Track fitting
	Differential aperture of the detector
	Muon flux measurement

	Chapter summary

	A brief summary of cosmic muon flux measurement and comparison with the present result
	Chapter summary

	Analysis of muon timing data and the directionality study
	Data
	Measurement of the delay contributions of individual RPCs
	Measurement with pulse generator
	Measurement with muon tracks
	The measurement of directionality
	Timing correlation between layers

	MC
	Generation of muon timings 
	Time fitting results

	Chapter summary

	Formation of tau neutrinos in the atmospheric neutrino flux 
	Atmospheric neutrino flux
	Neutrino oscillations
	Chapter summary

	 Neutrino-nucleon cross sections 
	QE scattering
	Resonance production
	Deep Inelastic scattering
	Kinematics of the process
	Total cross section
	Chapter summary

	 The estimation of number of tau events in the ICAL detector 
	Tau decay
	Chapter summary

	 Tau event generation through Monte-Carlo method 
	Normalisation due to cross-sections
	 Description of the Monte-Carlo event generator
	Neutrino flux table
	Neutrino-nucleon cross section table
	Flux times cross section table
	Generation of tau kinematics

	 Comparison of hadron events: tau induced hadrons and NC background
	Chapter summary

	 Summary and future outlook 
	Bibliography

