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Velocity Measurement of Cosmic Muons using the India-based Neutrino
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Abstract

The India-based Neutrino Observatory (INO) collaboration is planning to set up a magnetised 50 kton Iron-Calorimeter with
Resistive Plate Chambers (RPC) as active detectors to study neutrino oscillations. A prototype detector stack (without magnet)
comprising of 12 layers of RPCs of 1m x 1m in area has been set-up to track cosmic ray muons. To study its capability and the
feasibility of distinguishing between up-going and down-going particles, the velocity of cosmic muons recorded in this stack has
been measured. The measurement procedure, calibration and results are described here.
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1. Introduction

A detailed description of the INO project can be found
in other articles in this proceeding [1][2]. The prototype de-
tector stack (without the magnet) for this project has been
developed at the Tata Institute of Fundamental Research
(TIFR). The detector consists of 12 layers of 1m x 1m RPCs
with 32 strips on either readout electrodes labeled as X and
Y, with the strips in the X plane orthogonal to the strips in
the Y plane. The width of the strips is 2.8cm and the gap
between adjacent strips is 0.2cm. The layers are stacked on
top of each other, separated by a distance of 16cm which
amounts to a total stack height of 1.76m. Fig.1 shows the
schematic diagram of the prototype stack. The RPCs are
operated in the avalanche mode and the efficiency of the
layers are about 95% at an operating voltage of 9.9kV. The
time resolution of the chambers is ~ 1.5ns. An overview of
the detector set-up can be found in [3][4]. A short descrip-*°
tion of the detector signal processing units and the DAQ

can be found in [5] in this proceeding. 2t
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Fig. 1. Schematic diagram of the prototype stack with 12 RPCs.

2. Measurement Procedure

The measurement of the velocity of the particles involves
the estimation of the path length traversed by them in the
detector and the time taken for the same. The estimation
of these parameters is explained in the following sections.

2.1. Data received from the DAQ

The following informations are recorded by the DAQ sys-
tem:
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— Strip hit information, i.e., the strip-wise hit patterns in ez
the X and Y planes in the layers through which the par-e3
ticle, satisfying the trigger condition (8/12 layer coinci- 64
dence) has passed through. 65

— Timing information, measured by a multi-hit TDC
(V1190B,CAEN) with 100ps LSB.

— Noise rate of the strips, monitored at regular intervals.

2.2. FEstimation of the path length

From strip hit information, the slope and the intercept
are estimated by fitting a straight line to the respective hit
pattern (cf.Fig.2.2).
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(a) Noisy Event (b) Good Event

Fig. 2. 2(a) shows a typical noisy event and 2(b) shows a proper
event. The solid squares are the hits and the crosses are points from

the straight line fit made using the algorithm discussed here.
67

Although the average cluster size is around 1.6 strips,
there are however outliers present in the hit pattern arising .,
mainly due to correlated electronic noise. Therefore, data
reduction becomes necessary before fitting. X-side and Y-
side data are fit separately. The procedure for data reduc- %
tion and fitting is described below: 7

(i) First, layers with no hits or with multiplicity greater "
than 2 are rejected (as in Layers 3,5,6,7,and 8 in’
Fig.2(a)).

If the multiplicity is 2, the layer is rejected if the?
hits are away by 2 strips (as in Layer 11 in Fig.2(a)).
Otherwise, the average of the two hits is taken to be
the hit position (as in Layers 10 and 2 in Fig.2(a)).
The event is rejected, if the number of layers is less
than 4.

If the event is accepted, a linear fit is made to the hits.
(v) If the residual (|Fit-Hit|) is greater than 2 strips, the
layer is rejected.

The event is rejected if the number of layers is now
less than 4. If accepted, another linear fit is made and
the results are saved.

The above procedure results in rejection of approxi-
mately 5% of the events. The overall layer rejection is 8%.

The error for the hit position is taken as ~ 0.8cm assuming
an uniform distribution of the hits along the strip width.
This is also getting reflected in the residual distribution.
The reduced x? distribution and the residual distribution
is shown in Fig.3.
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Fig. 3. Reduced x? distribution and the residual distribution for the
linear fit to X plane hits.

The total path length [ between the plane of the top layer
and the plane of the bottom layer is given by:

L=+(z2—21)2+ (2 — 91)? + (22 — 21)2 (1)

where (21, y1, 21) are the coordinates in the plane of the bot-
tom layer and (z2,y2, 22) are the coordinates in the plane
of the top layer which are estimated from the linear fit. The
zenith angle 0 of a track is given by:

0= cosfl(ﬁ)

l ey

where h is the stack height.
2.3. Timing Measurement

Before using the timing data for velocity estimation, a
calibration is made so as to correct the differences in prop-
agation delay from strip to strip due to the fact that each
strip signal takes its own path to the TDC.

2.4. Time Offset Calibration

Since the RPCs operate in the avalanche mode, the sig-
nals are amplified by pre-amplifiers with a gain factor of 80.
These signals are further processed by Analog Front-Ends
(AFE) and Digital Front-Ends(DFE) and finally reach the
TDC and other measuring devices in the DAQ. In each
plane (X and Y side separately), strips 0-3, 8-11, 16-19 and
24-27 are read by one AFE and strips 4-7, 12-15, 20-23 and
28-31 are read by another AFE. We have assumed that the
effective contribution to the time delays come mainly from
the electronics succeeding the pre-amplifier stage viz., the
AFEs and the DFEs. The schematic for the time offset cal-
ibration is shown in Fig.4. For this calibration, the bottom
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layer (0" Layer) is set as the reference. To calibrate the
nth layer, one of the fan-out signal F,, from the pulse gen-
erator is connected to its respective AFE (AF'E,,). Fan-out
Fp is connected to the AFE of the reference layer and Fy
is connected to the trigger input of the TDC. If AC'is the
pulse propagation time from the pulse generator fan-out to
AFE and At is the pulse propagation time from AFE to the
respective TDC channel, then the pulse propagation time
difference between the reference layer and the calibrated
layer is given by

At = (ACQ - Acn) + (Ato - Atn) (3)

To minimize systematic errors, the fan-out channels are
swapped at the AFE input and the measurement is re-
peated. The time difference is now given by

Atswap = (ACH - ACO) + (Ato - Atn)
The corrected time offset is thus given by

Atoffset = (At + Atswap)/Q

(4)

(5)
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Fig. 4. Schematic of time calibration circuit

The relative time differences for every strip in the dif-
ferent layers were measured and these data were used to
correct the timing data. The time offsets with their cor- o
responding error bars for the X and Y planes is shown i n_
Fig.5. The shown plot is the time offsets between the 315 0
strip of the reference layer and the 315 strip of the corre- |
sponding layer. The strip-wise time offsets for 0*" layer and

8" layer is shown in Fig. 6. o
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3. Results 07
98

The data presented on this analysis is taken from a run oo
lasting of 24 hours (~ 5,00,000 events). After correctingoo
for the timing offsets, the data (I;,t;) is fit to a straight lineo:
of the form: l 102
ti—to=— (G)ros

v 104

where [; is the track length from 0% layer (bottom layer)qs
to ith layer. ¢y and t; are the TDC times for 0" layer and,
ith layer respectively, after applying the corrections. v isg;
the velocity of the particle. Both X and Y timing data areg

used in the fit. The following procedure was followed foryg
the time-length fit. 110
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Fig. 5. Layer-wise time offsets for the X and Y planes.
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Fig. 6. Strip-wise time offsets for 0t" layer and 8" layer. A correlation
is seen among strips ¢,7 4+ 8,7 + 16 and ¢ + 24 due to the fact that
they are wired-OR in the AFEs.

— Only tracks that traverse the entire stack are considered.
This condition is imposed by an appropriate cut on the
zenith angle (0°-38°).

— An event is also rejected if the reference layer (0" layer)
timing is not recorded.

— A first linear fit is made if the number of layers is at least
4.

— Points that are more than 2ns away from the straight
line are removed.

— The event is rejected if the number of layers is less than
4. Otherwise, a final fitting is made and the results are
saved.

The above procedure results in a further rejection of ap-

proximately 3-5% of the events. The overall layer rejec-

tion is ~ 8%. The velocity distribution is plotted in Fig.7.

The reduced x?2 distribution together with the time resid-

ual (|Fit-Hit|) distribution is plotted in Fig.8. The velocity

distribution plot in logarithmic scale reveals the presence
of a small number of events with negative velocity (0.3% of
the total entries). A visual screening of those events in the
negative side showed that these events arise from uncorre-
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lated points (cf.Fig.9). Such entries could not be rejected
on a generic criterion like a x? cut and there is no clue so
far to the origin of such points. The initial timing values
(offset corrected) and the final fit are shown in Fig.9. Layer
1 is rejected as no timing is recorded. The 0" layer and the
274 layer are rejected after the first fit (residue is >2ns).
X-timing of 3" layer and Y-timing of layers 4,6 and 7 are
also rejected under the same criteria.

To see the effect of the number of contributing planes
to the 8 distribution, the distribution of 3 for low number
of contributing planes (4-6 layers) and for high number of
contributing planes (10-12 layers) were made (Refer. Fig.
7). As seen from the plot, the number of outliers slightly
increase for low number of contributing planes.

140
Fig. 7. The 8 distribution for low number of contributing planes and

141
high number of contributing planes (shaded plot).
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Fig. 8. The reduced x? distribution and the time residual distribution154

for the linear fit to the timing data. 155
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4. Conclusion 158
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160
So far the prototype RPC stack has been used to studyie:

the detector related parameters. This work is the first stepi62
towards a particle physics oriented analysis. The aim of this'63
work is to study the feasibility of using this detector to dis-*
tinguish between up-going and down-going particles. Since
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Fig. 9. Timing data of a typical event which results in a negative
velocity. The solid squares and the solid triangles represent the X
and Y timing respectively. The hollow circle is the second and final
straight line fit to these points.

upward-going cosmic muons are stopped by the earth, they
can not be observed in the detector. The other source of
upward-going muons is from neutrino induced interactions.
However, this flux is very small (~ (1—4) x 107 1%e¢m=2s71)
[6] to be observed in this small detector and in this short
period of observation. With the results discussed here, it
seems possible to determine the directionality of particles
provided the negative part of the 8 distribution is cleaned
up by a well defined rejection criterion. This study has
opened up other issues related to timing calibration and
analysis that need to be addressed and which might be
helpful for the final set-up.
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