Electronics setup for a prototype detector of India based Neutrino Observatory experiment

Abstract
A 1m3 prototype detector is proposed to be built for studying feasibility of India based Neutrino Observatory (INO) experiment. It will be made using 1m X 1m glass RPC detectors which are interleaved with 60mm thick iron plates. 
The Electronics setup for the prototype detector mainly consists of  front-end electronics and processing logic, trigger section, data recording and monitoring systems offering maximum flexibility in terms of design and operation. The front end modules  are daisy chained into groups for event data recording and monitoring purpose. These groupings is very flexible as these modules are connected via detachable cables. On request from a Trigger logic , the data is transferred bit serially in synchronous with clock via daisy chains to backend INO Readout module. The set of pickup signals are monitored using back end Scalers via daisy chains. The data recording and monitoring is controlled by a INO Controller module housed in a CAMAC crate at back end.
1. Introduction:
A consortium formed by several Indian research organizations has proposed setting up of a major Indian Neutrino Observatory1(INO). Survey for a suitable location for this laboratory, physics potential from such a facility and other feasibility studies are currently in progress. The proposed INO detector will have a modular structure of lateral size 32m X 15m and height 11.9m with iron plates used as the absorber. It comprises of nearly 140 layers of horizontally arranged magnetized iron plates of 6cm thick interleaved with 2.5cm gap between successive layers of iron plates to house the glass Resistive Plate Chambers (RPCs), which are used as active detector elements. Good tracking and energy resolutions, accurate directionality and charge identification capabilities as well as ease of construction were the considerations, which have influenced choice of this type of detector.

Fig 1. Prototype Detector and Electronics
A 1m3 prototype detector is proposed to be built for studying feasibility of INO experiment as in fig.1. It will be made using 1m X 1m glass RPC detectors which are interleaved with 60mm thick iron plates. Considering an active detector thickness of about 20mm, this detector will consist of 12 layers in total. There will be two orthogonal signal pickup layers per RPC detector, placed above and below the detector. Considering a pickup strip pitch of 30mm, we need to process 32 signals  from each of signal pickup planes totaling to about 768 signals from the detector.

These signals are shaped, processed and pre trigger logic is implemented in the front end. Final trigger is generated  from the pre trigger signals in the CAMAC crate at back end. On a final trigger, CAMAC controller invokes the interrupt handler routine, where INO controller initiates data transfer from front end modules in bit serial mode and data is buffered in the Read out module for further CAMAC readout. The set of 8 pick up signals are selected for monitoring using INO controller. INO controller invokes interrupt handler at predefined period where the rates of the pick up signals are recorded  and new set of signals are selected for next monitoring cycle.
2. BASIC DETECTOR ELEMENT: 

Glass RPC is a gaseous detector composed of two parallel electrodes made up of float glass with a volume resistivity of about 1012cmThe two electrodes, 2mm thick, are mounted 2mm apart by means of highly insulated spacers. A suitable gas mixture is flown at the atmospheric pressure through the gap while an appropriate electric field is applied across the glass electrodes. An ionizing charged particle traversing the gap initiates a streamer in the gas volume that results in a local discharge of the electrodes. This discharge is limited to a tiny area of about 0.1cm2 due to the high resistivity of the glass electrodes and the quenching characteristics of the gas. The discharge induces an electrical signal on external pickup strips on both sides orthogonal to each other, which can be used to record the location and time of ionization. The RPC can be operated in either in streamer mode or avalanche mode. Typical signal amplitude is about 100-200mV in streamer mode where as few mV in avalanche mode across a 50 load and its rise time is less than a nano Second. Signal is derived from a pick strip and common ground plane onto a twisted pair  line of 100 ohm impedance. 
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Figure 2: Sketch of a typical glass RPC in operation

3. Electronics for the prototype detector:
Here we need to record the event time, three dimensional interaction tracks in the detector and the direction of the track. The trigger logic decides the event and Boolean status information (i.e. one bit per channel) recorded  for all the pickup channels for an event gives the track information. The relative time of interaction of the track at each layer gives the directional information. The flexibility, scalability and quick implementation  using existing hardware and expertise are some of the main criteria while building the electronics for the prototype detector. Figure 3. shows over all functional blocks of the electronics. The main modules are briefed below 
3.1.  Signal processing electronics: 
The signal from a pickup strip is passed through an 100 gain amplifier and is fed to a 16 channel Discriminator module in the front end. The signal crossing the set threshold in the discriminator generates differential ECL signal output. The threshold is common to all the 16 channels and adjustable upto 500mV. This module also houses a primitive trigger logic where discriminator output of four channels are shaped to 50 nsec width and logically ORed to get 4 trigger_0 outputs (diff. ECL std.).
3.2.  Trigger logic:
 This logic picks up the events to be recorded as per the user set conditions and is implemented in three stages keeping the maximum flexibility and efficiency with a fast response. The detector has 12 layers of RPCs and each layer has two orthogonal pick up strip planes vide X and Y planes. Each of these planes caters 32 pickup signals. The basic principle of  trigger logic is minimum of 
M  x  N fold coincidence

where M is the layer coincidence of M consecutive signals out of 32 pickup signals, 
           N is the coincidence of  M fold triggers from the consecutive N layers 
        [The M x N folds implemented are 1x5, 2x4, 3x3, 4x2.]
In first stage ie Trigger_0 logic, the shaped Discriminator pulses from every 8th channel out of 32 channels in a X pick up plane of RPC are logically ORed to get 8 T0 signals.  
These 8 T0 signals are logically ANDed to achieve the required M fold triggers (T1 signals – 1F,2F,3F,4F) in the second stage.  Due to loose logic adopted in T0 logic, there may be unwanted triggers T1. Considering the low rate of pick up signals, the chance rate of unwanted triggers is almost negligible. But this logic helped in scaling down the circuit in second stage. The Trigger_1 logic is implemented in the Front End Processing module (FEP) using programmable device making it user configurable.
The M fold signals (T1) from X plane of  RPC in all the layers are routed via Trigger and TDC Router module to the Final Trigger module in CAMAC crate. The MxN coincidence logic to obtain T2 trigger is implemented in this module using T1 signals. The T2 signals from X plane and Y plane are logically ORed to get a Final trigger signaling valid Event to be recorded. 

3.3.  Data Acquisition system: 

A PC based Data acquisition system is built using CAMAC standard modules in the back end and is connected to front end by a fast serial link. The modular approach has been adopted to achieve flexibility, scalability and fast implementation. The over all configuration of  DAq. System is shown in fig. The two main functions of DAq. System vide event data recording and monitoring is controlled by a INO Controller module housed in a CAMAC crate at the back end. The front end modules (FEP) of X & Y planes of all the RPCs are daisy chained separately into two groups for event data recording. These 24 FEP modules are daisy chained into 8 groups for monitoring purpose. The daisy chaining and grouping is very flexible as these modules are connected via detachable cables. The data is transferred bit serially via daisy chains to backend INO Readout module in the event process. The one pickup signal from each of 8 monitor daisy chains  are linked to back end CAMAC based Scalers during the monitoring process. An intelligent stand alone CAEN make CAMAC controller is a Linux based system. The controller supports Ethernet link to external world. The Data Acquisition system is controlled and data  is acquired through this link. 
The functional description of important modules are briefed below.
3.3.1 Final Trigger Module:
It is a double width CAMAC based module. It receives the M fold T1 signals from all the FEP modules routed via Trigger and TDC Router. The T1 signals are of  differential LVDS standard and four 60 pin FRC connectors are used to carry these signals. The module basically generates user configured combinations of MxN fold coincidence pick up signals of X-planes and Y-planes separately. These signals  are logically ORed to get Logical Trigger Output (LTO). The over all functional diagram of the module is shown in figure 4.  The FTO signal initiates a LAM (if enabled) in the CAMAC bus. The LTO is vetoed during LAM to get Final Trigger Output (FTO). The T1 signals can masked selectively by CAMAC command in the program. Also, rates of eight MxN fold combinations can be monitored using the built in 16 bit scalers interfaced to CAMAC bus. The LTO rate can be monitored using the built in 24_bit counter. The T1 signals as well as the MxN triggers are latched on every FTO trigger and can be read using the CAMAC commands. The whole logic is implemented using FPGA programmable device. The limited flexibility is implemented at CAMAC command level and major  change in the trigger logic can be achieved by reconfiguring the FPGA.  
3.3.2 Front End Processing module:
It supports 32 pickup signals of one plane of RPC layer and there are 24 such modules in the front end supporting X & Y planes of 12 layers of RPCs in the detector. The signals are translated to TTL and shaped to approximately to a width of 400ns which depends upon the overall response time of trigger logic for a Final trigger .  This module mainly consists of three sections namely Trigger logic, Event section and  Monitoring section.The functionality of the module is shown blockwise in fig5.   The Eve and Mon Decoder accepts the hand shake signals from the INO Controller module and controls mode of operation ie  Event or Monitor process. Each of the FEP module has an access address for  event and monitoring process which is set by the user. The module will be active during the process only if address set by INO controller matches with its access address.   
The eight T0 signals  from Discriminator modules are fed to T1 trigger logic implemented in a CPLD to obtain the M fold coincidence T1 signals for  a plane. 

 
The shaped 32 signals are registered on a latch T initiated by the final trigger FTO along with the  trigger-1 information and unique Board Identification set by the user. In the event process,  the latched information from an active FEP board is flushed out serially on EveSO line at set speed in synchronization with clock, EveClk. The inactive FEP modules shunts serial data path from input to output ie EveSI to EveSO.  
In the Monitor process, all the pick up signals as well as few fixed frequency signals as calibration are monitored for their rates sequentially. The sequence of signals can be initialized to first signal by a reset signals MR in the active module. The subsequent channels in the active FEP module  are selected by sending increment clock, MClk. 

3.3.3 Trigger and TDC Router: (TTR)
The M fold signals (T1) from all the pick up planes are fed to this TTR module in LVDS form. They are grouped mainly as Trigger signals and TDC stops. The trigger signals (LVDS standard) are connected to Final Trigger module in the back end via twisted pair flat cable . The TDC stop signals (differential ECL standard) are connected to TDC modules in the CAMAC crate for recording relative time delay along line of interaction between the layers.
3.3.4. INO Controller:
The event data recording and monitoring is controlled by a INO Controller module housed in a CAMAC crate at the back end. 

This Controller module (Shown in fig 6) is having following main functions:

a) On receiving a final trigger (FTO) from trigger section, INO controller triggers all the front end processing modules to latch the presence of pickup signals.

b) On receiving SW command, the module initiates burst serial data transfer at the pre-selected speed to the Readout module for storage in the buffer.

c) Controller selects the set of pick up signals for rate monitoring under program control. 

d) CAMAC interface supports the parameters configuration like data transfer speed & size, Monitoring period as well as diagnosis procedure.

This  module controls all above operations using daisy chained differential interface signals namely Eve-Com bus and Mon bus which are connected to the Front End Processing (FEP) modules. 
The main features of INO controller are:

· Daisy chain length can be up to 16 FEP modules

· Controller also supports SW control Final trigger to latch the signal information in all the FEP modules in diagnosis mode.

· Supports fast burst data transfer up to a maximum of  2MHz or program controlled data transfer

· The FEP data size, total data size and burst data transfer speed are user configurable using program.

· User can add preprogrammed data bytes along with data as preamble or post amble 

· Various test patterns can be written sent to check over all functioning of data transfer path as routine online calibration

· The monitoring period is programmable and it generates interrupt as well as front panel output.

· Module can generate a preset no. of pulses of 10MHz frequency which can be used to test the monitor path as a routine online calibration. 

The said flexibility is achieved by using programmable multi mode scaler chips 8254 .

3.3.5. Control and Data Router:
It is basically buffers and establishes interface link to INO controller, daisy chains of FEP modules and INO Readout modules. All the input and output signals are of LVDS standard. It receives control signals from INO controller and fan outs them as 2 EveCom outputs and 8 Mon outputs. It receives serial data through 2 EveCom inputs and Monitoring signals through 8 Mon inputs and regroups them into a single connector to interface to INO Readout module.

3.3.6 INO Readout module:
It is single width CAMAC based module and functional diagram is shown in fig 7. It supports two serial connections for event data recording and 8 channels for monitoring. During event process, the serial data from front end modules are converted to 16 bit parallel data using the clock, EveClk These 16bit data are written into respective FIFO memory buffer of size 4K words. The data from both  FIFOs are read via CAMAC bus in the program. The event data size is normally much smaller than the buffer size. The FIFO overflow  can be read by status port and it also blocks further writing to FIFO. The module translates the Monitoring signals from LVDS to differential ECL logic to make it compatible to CAMAC based 16 channel Scaler  module where rates are monitored.  It also supports self diagnosing mode where program can check the functioning of the module.
3.4 Software: 
 The over all  flow of  Data Acquisition program is shown in the fig 8 and is developed under Linux. The DAq. program in a PC can communicate to the CAEN controller using tcp / ip command socket via ethernet link. A final trigger (FTO) invokes LAM for event process where as Periodic timer in INO controller invokes LAM for monitoring process. Any LAM interrupts the  CAEN Controller which in turn interrupt the main program through interrupt message socket sending the LAM data corresponding to 24 CAMAC modules. This will invoke the LAM handler. 

3.4.1. Main program:
 Here software and hardware initializations are done to start with and then enters indefinite loop executing user selected back ground jobs like display sample Event data, Monitor data and check for key hit services. Any key pressed would invokes key Hit Services list and observer response would execute the respective service. Several useful services are provided.  One of the service is Quit from observation closing all the data files. 
3.4.2. LAM handler : 
Here, this program reads 24 bit LAM information and checks for Event and Monitor LAM flags. Event flag initiates Event process where flushing of front end data to Read out module is initiated. The time of event (RTC), TDC data, Event scaler data and front end boolean status of pick signals (interactions paths) along pre and post amble data are recorded for each event. The data is written to a file for every   100 events. The monitor LAM flag enables the Monitor process where RTC time, rates of selected signals along with pre and post amble data are recorded to a file. At the end , respective LAMs are enabled for next triggers and program control is returned to main program.  
3.5. Performance
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